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#### Abstract

We investigate the importance sampling (IS) simulation for the sample average of an output sequence from an irreducible Markov chain. The optimal Markov chain used in simulation is known to be a twisted Markov chain, however, the proofs in [2], [3] are very complicated and do not give us a good perspective. We give a simple and natural proof for the optimality of the simulation Markov chain in terms of the Kullback-Leibler (KL) divergence of Markov chains. The performance degradation of the IS simulation by using a not optimal simulation Markov chain, i.e., the difference between the obtained variance and the minimum variance is shown to be represented by the KL divergence. Moreover, we show a geometric relationship between a simulation Markov chain and the optimal one.


Index Terms-Importance sampling simulation, information geometry, Kullback-Leibler (KL) divergence, Markov chain.

## I. INTRODUCTION

The importance sampling (IS) simulation technique has been used to obtain quickly an accurate estimate for a very small probability that is not tractable by the ordinary Monte Carlo (MC) simulation. The IS technique is widely used for various types of engineering problems, e.g., the estimation of a blocking probability in queuing system [2], [4], [7], an error rate in communications system [2], [6], etc. See [2] for an overview of the application of IS simulation.

If the target event (blocking in queuing systems, or error in communications systems) is a rare event with small probability of less than about $10^{-6}$, it is impossible to obtain an estimate by the ordinary MC

[^0]simulation because of the limit of simulation time and the precision limit of pseudo-random numbers. To overcome these difficulties, a different probability distribution from the underlying probability distribution is used for simulation in order to generate more samples in the target event. Then the obtained value is modified by the likelihood ratio to obtain an unbiased estimate. This estimate is called an IS estimate. The probability distribution used for simulation is called a simulation distribution. If the simulation distribution is appropriately chosen, the variance of the IS estimate can be smaller than that of the MC estimate. The simulation distribution that yields the IS estimate of the minimum variance is referred to as the optimal simulation distribution. When we apply the IS technique to some simulation problem, it is critical to find the optimal simulation distribution.

In the case of a Markov chain, the Markov chain which is used in the IS simulation is called a simulation Markov chain, and the optimal one is called the optimal simulation Markov chain. It has been known [2], [3] that the optimal simulation Markov chain is unique and belongs to the class of twisted Markov chains (TMC), but the proofs in [2], [3] are complicated and do not give a good perspective. In [2], the perturbation technique is used to prove that the optimal simulation Markov chain is a TMC. In [3], Jensen's inequality is used in the proof and the line of argument is elementary but complicated. Both of the proofs in [2] and [3] are lengthy.

In [10], we studied geometric properties of IS simulation and showed that the Kullback-Leibler (KL) divergence of Markov chains plays an important role in this problem. In this correspondence, we give a geometric view to this problem and provide a simple and natural proof for the optimality of a simulation Markov chain in terms of KL divergence. The performance degradation of the IS simulation by using a not optimal simulation Markov chain, i.e., the difference between the obtained variance and the minimum variance is shown to be represented by the KL divergence. Moreover, we show a geometric relationship between a simulation Markov chain and the optimal one.

## II. Importance Sampling Simulation for Markov Chains

We investigate a simulation for the sample average of an output sequence from an irreducible finite-state Markov chain.

Let $P_{0}$ denote an irreducible Markov chain on the state space $\Omega \equiv$ $\{0,1, \ldots, K\}, K>0$. The state transition probability matrix of $P_{0}$ is denoted by $P_{0}=\left(P_{0}\left(x^{\prime} \mid x\right)\right)_{x, x^{\prime} \in \Omega}$, and the initial distribution is given by the stationary distribution $p_{0}=\left(p_{0}(x)\right)_{x \in \Omega}$ of $P_{0}$. The joint probability of $x, x^{\prime} \in \Omega$ is denoted by $P_{0}\left(x, x^{\prime}\right) \equiv p_{0}(x) P_{0}\left(x^{\prime} \mid x\right)$. Consider a mapping $f: \Omega \times \Omega \rightarrow Z$, where $Z$ denotes the set of integers. Denote by $E_{P_{0}}[f]$ the expectation of $f$ with respect to $P_{0}$

$$
\begin{equation*}
E_{P_{0}}[f] \equiv \sum_{x, x^{\prime} \in \Omega} P_{0}\left(x, x^{\prime}\right) f\left(x, x^{\prime}\right) \tag{1}
\end{equation*}
$$

Assume $E_{P_{0}}[f]=0$ without loss of generality.
Let $\boldsymbol{x}^{n}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \Omega^{n}$ be a sample sequence generated by the Markov chain $P_{0}$. We consider the probability of the following set $A_{n}$ :

$$
\begin{equation*}
A_{n}=\left\{x^{n} \in \Omega^{n} \left\lvert\, \frac{1}{n-1} \sum_{i=1}^{n-1} f\left(x_{i}, x_{i+1}\right)>c\right.\right\}, \quad c>0 \tag{2}
\end{equation*}
$$

Write

$$
\alpha_{n} \equiv P_{0}\left(A_{n}\right)=\sum_{x^{n} \in A^{n}} P_{0}\left(\boldsymbol{x}^{n}\right)
$$

where

$$
P_{0}\left(\boldsymbol{x}^{n}\right)=p_{0}\left(x_{1}\right) P_{0}\left(x_{2} \mid x_{1}\right) \ldots P_{0}\left(x_{n} \mid x_{n-1}\right)
$$

We see from large deviations theory [2], [6], that the asymptotic behavior of the $\alpha_{n}$ is given as follows. Let $R$ denote the set of real numbers. For $t \in R$, denote by $\lambda_{t}$ the largest eigenvalue of a matrix

$$
\begin{equation*}
\left(P_{0}\left(x^{\prime} \mid x\right) e^{t f\left(x, x^{\prime}\right)}\right)_{x, x^{\prime} \in \Omega} . \tag{3}
\end{equation*}
$$

From the Perron-Frobenius theorem [2], we can see that $\lambda_{t}$ is a positive eigenvalue with multiplicity 1 . For $y \in R$, the rate function $I(y)$ is defined by

$$
\begin{equation*}
I(y)=\sup _{t \in R}\left(y t-\log \lambda_{t}\right) . \tag{4}
\end{equation*}
$$

The rate of the exponential decay of $\alpha_{n}$ is represented by the rate function.

Theorem 1 (Large Deviations Theorem [2]): We have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{1}{n} \log \alpha_{n}=I(c) \tag{5}
\end{equation*}
$$

where $c$ is the value in (2).
We know the asymptotic behavior of $\alpha_{n}$ by this theorem, however, it is often necessary to have an accurate value of $\alpha_{n}$ for some finite $n$. So, we need to use a stochastic simulation, but if $\alpha_{n}$ is very small, it is not tractable by the ordinary MC simulation. We apply the IS technique to the simulation of $\alpha_{n}$.

Consider the IS simulation with a simulation Markov chain $Q$. Let $\widetilde{X}^{n}=\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{n}\right), n=1,2, \ldots$, be a random sequence generated by $Q$, and $\widetilde{\boldsymbol{x}}_{1}^{n}, \ldots, \widehat{\boldsymbol{x}}_{k}^{n} \in \Omega^{n}$ be $k$ independent realizations of $\widetilde{X}^{n}$. The IS estimate $\widehat{\alpha}_{n}(Q)$ for $\alpha_{n}$ with a simulation Markov chain $Q$ is given by

$$
\begin{equation*}
\widehat{\alpha}_{n}(Q)=\frac{1}{k} \sum_{j=1}^{k} \mathbf{1}_{A_{n}}\left(\widetilde{\boldsymbol{x}}_{j}^{n}\right) \frac{P_{0}\left(\widetilde{\boldsymbol{x}}_{j}^{n}\right)}{Q\left(\widehat{\boldsymbol{x}}_{j}^{n}\right)} \tag{6}
\end{equation*}
$$

where $\mathbf{1}_{A_{n}}$ is the indicator function of the set $A_{n}$.

## III. The Optimal Simulation Markov Chain

It is readily seen that the IS estimate (6) is unbiased [2]. Among the IS estimates, we would like to have the Markov chain $Q$ that minimizes the variance $V\left[\widehat{\alpha}_{n}(Q)\right]$ of $\widehat{\alpha}_{n}(Q)$. A simulation Markov chain $Q$ is assumed to be of the same type of irreducible Markov chain as the underlying Markov chain $P_{0}$.

## A. Twisted Markov Chain and $Q$-Twisted Markov Chain

For the underlying Markov chain $P_{0}$, we define a TMC $P_{t}, t \in R$. Recalling that $\lambda_{t}$ is the largest eigenvalue of the matrix (3), let us denote by $w_{t}=\left(w_{t}(x)\right)_{x \in \Omega}$ a right eigenvector associated with $\lambda_{t}$. Then, a TMC $P_{t}$ is defined by

$$
\begin{equation*}
P_{t}\left(x^{\prime} \mid x\right)=P_{0}\left(x^{\prime} \mid x\right) e^{t f\left(x, x^{\prime}\right)} \frac{w_{t}\left(x^{\prime}\right)}{\lambda_{t} w_{t}(x)}, \quad x, x^{\prime} \in \Omega, t \in R . \tag{7}
\end{equation*}
$$

From the definition of $\lambda_{t}$ and $w_{t}$, one can readily see that

$$
\sum_{x^{\prime} \in \Omega} P_{t}\left(x^{\prime} \mid x\right)=1, x \in \Omega
$$

holds.
Next, we define another type of TMC which plays an important role when we evaluate the variance of an IS estimate. Consider the IS simulation with simulation Markov chain $Q$. For $s \in R$, denote by $\zeta_{Q, s}$ the largest eigenvalue of a matrix

$$
\begin{equation*}
\left(\frac{P_{0}\left(x^{\prime} \mid x\right)^{2}}{Q\left(x^{\prime} \mid x\right)} e^{s f\left(x, x^{\prime}\right)}\right)_{x, x^{\prime} \in \Omega} \tag{8}
\end{equation*}
$$

and $v_{Q, s}=\left(v_{Q, s}(x)\right)_{x \in \Omega}$ its associated right eigenvector. A TMC $P_{Q, s}$ concerned with the simulation Markov chain $Q$, which we call a $Q$-TMC for short, is defined by

$$
\begin{equation*}
P_{Q, s}\left(x^{\prime} \mid x\right)=\frac{P_{0}\left(x^{\prime} \mid x\right)^{2}}{Q\left(x^{\prime} \mid x\right)} e^{s f\left(x, x^{\prime}\right)} \frac{v_{Q, s}\left(x^{\prime}\right)}{\zeta_{Q, s} v_{Q, s}(x)}, \quad x, x^{\prime} \in \Omega . \tag{9}
\end{equation*}
$$

We can see

$$
\sum_{x^{\prime} \in \Omega} P_{Q, s}\left(x^{\prime} \mid x\right)=1, x \in \Omega
$$

We next define

$$
\begin{equation*}
J_{Q}(y)=\sup _{s \in R}\left(y s-\log \zeta_{Q, s}\right), \quad y \in R . \tag{10}
\end{equation*}
$$

Then the following theorem holds.
Theorem 2 (see [2]): For the variance $V\left[\widehat{\alpha}_{n}(Q)\right]$ of $\widehat{\alpha}_{n}(Q)$ by a simulation Markov chain $Q$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{1}{n} \log V\left[\widehat{\alpha}_{n}(Q)\right]=J_{Q}(c) \tag{11}
\end{equation*}
$$

where $c$ is the value in (2).
The optimal simulation Markov chain is defined to be the Markov chain $Q$ that maximizes the $J_{Q}(c)$.

## B. Lemmas for TMC and $Q-T M C$

For preparation, we give some lemmas.
Let $\widetilde{w}_{t}=\left(\widetilde{w}_{t}(x)\right)_{x \in \Omega}$ denote a left eigenvector of the matrix (3) associated with $\lambda_{t}$, and recall that $w_{t}=\left(w_{t}(x)\right)_{x \in \Omega}$ is a right eigenvector. The $\widetilde{w}_{t}$ is assumed to be normalized as

$$
\sum_{x \in \Omega} w_{t}(x) \widetilde{w}_{t}(x)=1
$$

Similarly, let $\widetilde{v}_{Q, s}=\left(\widetilde{v}_{Q, s}(x)\right)_{x \in \Omega}$ denote a left eigenvector of the matrix (8) associated with $\zeta_{Q, s}$ which is normalized as

$$
\sum_{x \in \Omega} v_{Q, s}(x) \widetilde{v}_{Q, s}(x)=1
$$

Lemma 1: The stationary distribution $p_{t}=\left(p_{t}(x)\right)_{x \in \Omega}$ of a TMC $P_{t}$ is given by

$$
p_{t}(x)=w_{t}(x) \widetilde{w}_{t}(x), x \in \Omega .
$$

Furthermore, the stationary distribution $p_{Q, s}=\left(p_{Q, s}(x)\right)_{x \in \Omega}$ of a Q-TMC $P_{Q, s}$ is given by

$$
p_{Q, s}(x)=v_{Q, s}(x) \widetilde{v}_{Q, s}(x), x \in \Omega .
$$

Proof: For $P_{t}$, see [10, Lemma 1]. Here we give a proof for $P_{Q, s}$. By the definition of $v_{Q, s}$ and $\widetilde{v}_{Q, s}$, we have

$$
\begin{align*}
& \sum_{x \in \Omega} P_{Q, s}\left(x^{\prime} \mid x\right) v_{Q, s}(x) \widetilde{v}_{Q, s}(x)  \tag{12}\\
& \quad=\sum_{x \in \Omega} \frac{P_{0}\left(x^{\prime} \mid x\right)^{2}}{Q\left(x^{\prime} \mid x\right)} e^{s f\left(x, x^{\prime}\right)} \zeta_{Q, s}^{-1} v_{Q, s}\left(x^{\prime}\right) \widetilde{v}_{Q, s}(x)  \tag{13}\\
& \quad=v_{Q, s}\left(x^{\prime}\right) \widetilde{v}_{Q, s}\left(x^{\prime}\right), \quad x^{\prime} \in \Omega . \tag{14}
\end{align*}
$$

Lemma 2: For $t=t^{*}$ that attains

$$
\sup _{t \in R}\left(c t-\log \lambda_{t}\right)
$$

we have $E_{P_{t^{*}}}[f]=c$. Furthermore, for $s=s^{*}(Q)$ that attains

$$
\sup _{s \in R}\left(c s-\log \zeta_{Q, s}\right)
$$

we have $E_{P_{Q, s^{*}(Q)}}[f]=c$.

Proof: For $P_{t}$, see [10, Lemma 2]. Here we give a proof for $P_{Q, s}$. First, we have

$$
\begin{align*}
\left.\frac{d}{d s}\left(c s-\log \zeta_{Q, s}\right)\right|_{s=s^{*}(Q)} & =c-\left.\zeta_{Q, s}^{-1}(Q) \frac{d \zeta_{Q, s}}{d s}\right|_{s=s^{*}(Q)} \\
& =0 \tag{15}
\end{align*}
$$

Since $v_{Q, s}$ is a right eigenvector associated with $\zeta_{Q, s}$, we have

$$
\begin{equation*}
\sum_{x^{\prime} \in \Omega} \frac{P_{0}\left(x^{\prime} \mid x\right)^{2}}{Q\left(x^{\prime} \mid x\right)} e^{s f\left(x, x^{\prime}\right)} v_{Q, s}\left(x^{\prime}\right)=\zeta_{Q, s} v_{Q, s}(x), \quad x \in \Omega \tag{16}
\end{equation*}
$$

By differentiating the both sides of (16) with respect to $s$, multiplying by $\widetilde{v}_{Q, s}(x)$, and taking summation with respect to $x \in \Omega$, we have from Lemma 1

$$
\begin{equation*}
\zeta_{Q, s^{*}} \sum_{x, x^{\prime} \in \Omega} P_{Q, s}\left(x, x^{\prime}\right) f\left(x, x^{\prime}\right)=\frac{d \zeta_{Q, s}}{d s} . \tag{17}
\end{equation*}
$$

Substituting $s=s^{*}(Q)$ into (17), we see from (15) that $E_{P_{Q, s}(Q)}[f]=c$ holds.

Lemma 3: For a TMC $P_{t}$, we have the following:
i) $\zeta_{P_{t}, s}=\lambda_{t} \lambda_{s-t}$,
ii) $v_{P_{t}, s}(x)=w_{t}(x) w_{s-t}(x), x \in \Omega$,
iii) $P_{P_{t}, s}=P_{s-t}$.

Proof: We can confirm by a straightforward computation that $\lambda_{t} \lambda_{s-t}$ is an eigenvalue of the matrix

$$
\begin{equation*}
\left(\frac{P_{0}\left(x^{\prime} \mid x\right)^{2}}{P_{t}\left(x^{\prime} \mid x\right)} e^{s f\left(x, x^{\prime}\right)}\right)_{x, x^{\prime} \in \Omega} \tag{18}
\end{equation*}
$$

and $w_{t}(x) w_{s-t}(x)$ is its associated left eigenvector. iii) is easily checked by i) and ii).

For two Markov chains

$$
P=\left(P\left(x^{\prime} \mid x\right)\right)_{x, x^{\prime} \in \Omega}
$$

and

$$
Q=\left(Q\left(x^{\prime} \mid x\right)\right)_{x, x^{\prime} \in \Omega}
$$

we define the KL divergence $D(P \| Q)$. Let $p=(p(x))_{x \in \Omega}$ denote the stationary distribution of $P$ and $P\left(x, x^{\prime}\right) \equiv p(x) P\left(x^{\prime} \mid x\right)$ denote the joint probability of $x, x^{\prime} \in \Omega$. Note that

$$
\begin{equation*}
\sum_{x^{\prime} \in \Omega} P\left(x, x^{\prime}\right)=\sum_{x^{\prime} \in \Omega} P\left(x^{\prime}, x\right)=p(x), \quad x \in \Omega \tag{19}
\end{equation*}
$$

If $P\left(x^{\prime} \mid x\right)=0$ holds for any $x, x^{\prime} \in \Omega$ with $Q\left(x^{\prime} \mid x\right)=0$, we write $P \prec Q$ and say that $P$ is dominated by $Q$. The KL divergence $D(P \| Q)$ is defined by

$$
D(P \| Q)= \begin{cases}\sum_{x, x^{\prime} \in \Omega} P\left(x, x^{\prime}\right) \log \frac{P\left(x^{\prime} \mid x\right)}{Q\left(x^{\prime} \mid x\right)}, & P \prec Q  \tag{20}\\ \infty, & \text { otherwise }\end{cases}
$$

The KL divergence is a kind of distance measure introduced on the space of Markov chains which plays a fundamental role in stochastic problems concerning Markov chains. For example, the KL divergence determines the power exponent of the most powerful test function of hypothesis testing for Markov chains [9], [11], or the error exponent of the source coding of Markov chains [5], [11], etc.

The following is a fundamental property of the KL divergence.
Lemma 4 (see [9]): For any Markov chains $P$ and $Q$, we have $D(P \| Q) \geq 0$. The equality holds if and only if $P=Q$.

Next, we characterize the rate function $I(c)$ by the KL divergence.
Lemma 5 (see [10, Theorem 4]): For $t=t^{*}$ that attains

$$
\sup _{t \in R}\left(c t-\log \lambda_{t}\right)
$$

we have

$$
\begin{equation*}
I(c)=D\left(P_{t^{*}} \| P_{0}\right)=\inf _{P: E_{P}[f]=c} D\left(P \| P_{0}\right) \tag{21}
\end{equation*}
$$

i.e., $P_{t^{*}}$ is the dominating point [2] of the set $\left\{P \mid E_{P}[f]=c\right\}$ with respect to $P_{0}$.

Proof: For any $P$ with $E_{P}[f]=c$, we see from (7) and Lemma 4

$$
\begin{align*}
D\left(P \| P_{0}\right) & =\sum_{x, x^{\prime} \in \Omega} P\left(x, x^{\prime}\right) \log \frac{P\left(x^{\prime} \mid x\right)}{P_{t^{*}}\left(x^{\prime} \mid x\right)} \frac{P_{t^{*}}\left(x^{\prime} \mid x\right)}{P_{0}\left(x^{\prime} \mid x\right)}  \tag{22}\\
& =D\left(P \| P_{t^{*}}\right)+c t^{*}-\log \lambda_{t^{*}}  \tag{23}\\
& \geq I(c) \tag{24}
\end{align*}
$$

The equality holds if and only if $P=P_{t^{*}}$.
We can now give a new proof for the following theorem with the KL divergence.

Theorem 3: For an arbitrary simulation Markov chain $Q$, we have

$$
\begin{equation*}
J_{Q}(c) \leq 2 I(c) \tag{25}
\end{equation*}
$$

The equality holds if and only if $Q=P_{t^{*}}$.
Proof: From (9), we have

$$
\begin{align*}
\log \frac{P_{Q, s}\left(x^{\prime} \mid x\right)}{P_{0}\left(x^{\prime} \mid x\right)}=\log \frac{P_{0}\left(x^{\prime} \mid x\right)}{Q\left(x^{\prime} \mid x\right)} & +s f\left(x, x^{\prime}\right)+\log v_{Q, s}\left(x^{\prime}\right) \\
& -\log v_{Q, s}(x)-\log \zeta_{Q, s} \tag{26}
\end{align*}
$$

Multiplying both sides of (26) by $P_{t^{*}}\left(x, x^{\prime}\right)$ and taking summation with $x, x^{\prime} \in \Omega$, we have, from Lemma 2 and (19)

$$
\begin{align*}
& \sum_{x, x^{\prime} \in \Omega} P_{t^{*}}\left(x, x^{\prime}\right) \log \frac{P_{Q, s}\left(x^{\prime} \mid x\right)}{P_{0}\left(x^{\prime} \mid x\right)} \\
&=\sum_{x, x^{\prime} \in \Omega} P_{t^{*}}\left(x, x^{\prime}\right) \log \frac{P_{0}\left(x^{\prime} \mid x\right)}{Q\left(x^{\prime} \mid x\right)}+s c-\log \zeta_{Q, s} \tag{27}
\end{align*}
$$

Hence, from (27) and Lemma 5

$$
\begin{align*}
s c-\log \zeta_{Q, s} & =2 D\left(P_{t^{*}} \| P_{0}\right)-D\left(P_{t^{*}} \| Q\right)-D\left(P_{t^{*}} \| P_{Q, s}\right) \\
& =2 I(c)-D\left(P_{t^{*}} \| Q\right)-D\left(P_{t^{*}} \| P_{Q, s}\right) \tag{28}
\end{align*}
$$

From (28) and Lemma 4, we have

$$
\begin{equation*}
J_{Q}(c) \leq 2 I(c) . \tag{29}
\end{equation*}
$$

The equality in (29) holds only if $Q=P_{t^{*}}$. If $Q=P_{t^{*}}$, from Lemma 3

$$
\begin{align*}
\inf _{s \in R} D\left(P_{t^{*}} \| P_{Q, s}\right) & =\inf _{s \in R} D\left(P_{t^{*}} \| P_{s-t^{*}}\right)  \tag{30}\\
& =0 \quad\left(\text { by putting } s=2 t^{*}\right) . \tag{31}
\end{align*}
$$

This completes the proof.
Corollary 1: The degradation of the variance by using a not necessarily optimal simulation Markov chain $Q$, i.e., the difference $2 I(c)-$ $J_{Q}(c)$ is represented by the KL divergence

$$
\begin{equation*}
2 I(c)-J_{Q}(c)=D\left(P_{t^{*}} \| Q\right)+\inf _{s \in R} D\left(P_{t^{*}} \| P_{Q, s}\right) \tag{32}
\end{equation*}
$$

## IV. Geometric Relation of $P_{0}$ and $Q$

Let us consider the set $\Delta$ of irreducible Markov chains on the state space $\Omega=\{0,1, \ldots, K\}$. On the set $\Delta$, two mutually dual coordinate systems $\eta$ and $\theta$ are introduced [1], [8], [10], namely

$$
\begin{array}{ll}
\eta\left(x, x^{\prime}\right)=p(x) P\left(x^{\prime} \mid x\right) \equiv P\left(x, x^{\prime}\right), & x, x^{\prime} \in \Omega, x^{\prime} \neq 0 \\
\theta\left(x, x^{\prime}\right)=\log \frac{P\left(x^{\prime} \mid x\right) P\left(0 \mid x^{\prime}\right)}{P(0 \mid x) P(0 \mid 0)}, & x, x^{\prime} \in \Omega, x^{\prime} \neq 0 \tag{34}
\end{array}
$$

where $p=(p(x))_{x \in \Omega}$ is the stationary distribution of $P$ and $P\left(x, x^{\prime}\right)$ is the joint probability of $x, x^{\prime} \in \Omega$.

Differential geometric structures are defined on $\Delta$ and statistical quantities are represented in terms of geometric quantities, see [1], [8] for a reference of geometry on $\Delta$.
A straight line in the $\theta$ coordinate is called a geodesic, which is indeed a geodesic defined by an affine connection introduced on $\Delta$ [1]. A subset $H$ of $\Delta$ of the form
$H=\left\{P \in \Delta \mid \sum_{x, x^{\prime} \in \Omega} P\left(x, x^{\prime}\right) a\left(x, x^{\prime}\right)=b, a\left(x, x^{\prime}\right) \in R, b \in R\right\}$
is called a hyperplane. For a geodesic $l$ and a hyperplane $H$, we say that $l$ intersects orthogonally to $H$ at $P^{*}$ if $P^{*} \in l \cap H$ and

$$
\begin{equation*}
\sum_{x, x^{\prime} \in \Omega, x^{\prime} \neq 0} \frac{d \theta_{P(t)}\left(x, x^{\prime}\right)}{d t}\left(\eta_{Q_{1}}\left(x, x^{\prime}\right)-\eta_{Q_{2}}\left(x, x^{\prime}\right)\right)=0 \tag{35}
\end{equation*}
$$

hold for any $P(t) \in l$ with the $\theta$ coordinate $\theta_{P(t)}$ and any $Q_{1}, Q_{2} \in H$ with $\eta$ coordinates $\eta_{Q_{1}}, \eta_{Q_{2}}$.
Then we have the following lemma.
Lemma 6 (Pythagoras, [1], [8]): Let $l$ be a geodesic that intersects orthogonally to a hyperplane $H$ at $P^{*}$. Then for any $P \in l$ and $Q \in H$, we have

$$
\begin{equation*}
D(Q \| P)=D\left(Q \| P^{*}\right)+D\left(P^{*} \| Q\right) \tag{36}
\end{equation*}
$$

We will show some geometric properties of the IS simulation. First, we notice that the set of $P$ which satisfies $E_{P}[f]=c$ forms a hyperplane. Let us denote it by $H_{f} \equiv\left\{P \in \Delta \mid E_{P}[f]=c\right\}$. Then we have the following theorem.
Theorem 4: The TMC $P_{t}$ is a geodesic and it intersects orthogonally to the hyperplane $H_{f}$ at $P_{t^{*}}$. Furthermore, the $Q$-TMC $P_{Q, s}$ is a geodesic and it intersects orthogonally to the hyperplane $H_{f}$ at $P_{Q, s^{*}(Q)}$.

Proof: For $P_{t}$, see [10, Theorem 5]. Here we give a proof for $P_{Q, s}$. Let $\theta_{Q, s}$ denote the $\theta$ coordinate of $P_{Q, s}$. Then by the definition (34) of $\theta$ coordinate, it is easy to see that

$$
\begin{array}{r}
\theta_{Q, s}\left(x, x^{\prime}\right)=\theta_{Q, 0}\left(x, x^{\prime}\right)+s\left(\theta_{Q, 1}\left(x, x^{\prime}\right)-\theta_{Q, 0}\left(x, x^{\prime}\right)\right), \\
x, x^{\prime} \in \Omega, x^{\prime} \neq 0 . \tag{37}
\end{array}
$$

From (37), we see that $\theta_{Q, s}$ is a straight line in the $\theta$ coordinate, hence $P_{Q, s}$ is a geodesic. For any $P_{Q, s}$ with $\theta$ coordinate $\theta_{Q, s}$ and for any $Q_{1}, Q_{2} \in H_{f}$ with $\eta$ coordinates $\eta_{Q_{1}}, \eta_{Q_{2}}$, we have from (33), (34), and (37) that

$$
\begin{equation*}
\sum_{x, x^{\prime} \in \Omega, x^{\prime} \neq 0} \frac{d \theta_{Q, s}\left(x, x^{\prime}\right)}{d s}\left(\eta_{Q_{1}}\left(x, x^{\prime}\right)-\eta_{Q_{2}}\left(x, x^{\prime}\right)\right)=0 . \tag{38}
\end{equation*}
$$

Thus, from Lemma 2, we see that the geodesic $P_{Q, s}$ intersects orthogonally to the hyperplane $H_{f}$ at $P_{Q, s^{*}(Q)}$.

Corollary 2: The infimum in (32) is attained by $s=s^{*}(Q)$. Thus, we have

$$
\begin{equation*}
2 I(c)-J_{Q}(c)=D\left(P_{t^{*}} \| Q\right)+D\left(P_{t^{*}} \| P_{Q, s^{*}(Q)}\right) . \tag{39}
\end{equation*}
$$



Fig. 1. Geometric relation of $P_{0}, Q, P_{t^{*}}, P_{Q, s}$ in the $\theta$ coordinate.
(See Lemma 2 for the definition of $s^{*}(Q)$.)
Proof: By Lemmas 2, 6, and Theorem 4, for any $s \in R$ we have

$$
\begin{align*}
D\left(P_{t^{*}} \| P_{Q, s}\right) & =D\left(P_{t^{*}} \| P_{Q, s^{*}(Q)}\right)+D\left(P_{Q, s^{*}(Q)} \| P_{Q, s}\right)  \tag{40}\\
& \geq D\left(P_{t^{*}} \| P_{Q, s^{*}(Q)}\right) . \tag{41}
\end{align*}
$$

The equality in (41) holds if and only if $s=s^{*}(Q)$.
Theorem 5: For the underlying Markov chain $P_{0}$ and a simulation Markov chain $Q$ and $s \in R$, denote by $\theta_{0}, \theta_{s}, \theta_{Q}, \theta_{Q, s}$ the $\theta$ coordinates of $P_{0}, P_{s}, Q, P_{Q, s}$, respectively. Then we have a relation

$$
\begin{equation*}
\theta_{Q, s}=\theta_{0}+\theta_{s}-\theta_{Q} \tag{42}
\end{equation*}
$$

which can be depicted in Fig. 1.
Proof: (42) is easily checked by the definition (34) of the $\theta$ coordinate.

From Fig. 1, we can see by geometric consideration that the optimal simulation Markov chain $Q$ is $Q=P_{t^{*}}$ and $s=2 t^{*}$.

## V. Conclusion

We investigated the IS simulation for the sample average of an output sequence from an irreducible Markov chain. We provided a new proof for the optimality of a simulation Markov chain by means of the KL divergence of Markov chains. Furthermore, we gave a geometric view to the relation of the underlying Markov chain and a simulation Markov chain.

In a more complicated simulation problem, usually the optimal simulation distribution is searched only from among the twisted distributions. This is because the set of twisted distributions is one-dimensional and the optimization is easy. The introduction of the geometric view to the IS simulation can yield a simple proof for the proposition that the optimal simulation distribution among a wider class is necessarily a twisted distribution.
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#### Abstract

In this correspondence, we present a technique to find the optimal threshold $\boldsymbol{\tau}$ for the binary hypothesis detection problem with $\boldsymbol{n}$ identical and independent sensors. The sensors all use an identical and single threshold $\tau$ to make local decisions, and the fusion center makes a global decision based on the $\boldsymbol{n}$ local binary decisions. For generalized Gaussian noises and some non-Gaussian noise distributions, we show that for any admissible fusion rule, the probability of error is a quasi-convex function of threshold $\tau$. Hence, the problem decomposes into a series of $n$ quasi-convex optimization problems that may be solved using well-known techniques.

Assuming equal a priori probability, we give a sufficient condition of the non-Gaussian noise distribution $\boldsymbol{g}(\boldsymbol{x})$ for the probability of error to be quasi-convex. Furthermore, this technique is extended to Bayes risk and Neyman-Pearson criteria. We also demonstrate that, in practice, it takes fewer than twice as many binary sensors to give the performance of infinite precision sensors in our scenario.


Index Terms-Distributed detection, fusion rule, generalized Gaussian noise, hard decision, non-Gaussian noise.

## I. Introduction

Consider distributed detection of $s \in\{-m, m\}$, where the $i$ th of $n$ local sensors observes $x_{i}=s+z_{i}$ with independent and identically distributed (i.i.d.) noise $z_{i}$. The $i$ th sensor compares $x_{i}$ to a threshold $\tau$ to compute a binary decision $u_{i}$ as

$$
u_{i}= \begin{cases}0, & \text { when } x_{i}<\tau \\ 1, & \text { when } x_{i} \geq \tau\end{cases}
$$

[^1]Each binary decision $u_{i}$ is transmitted to a fusion center, which applies a fusion rule $F$ to $k=\sum_{i=1}^{n} u_{i}$ to produce the final decision $F(k)$. The case with $n=2$ and Gaussian noise is considered as an example in [1]. This correspondence extends this specific case to the general case with any number of sensors $n$ for the family of generalized Gaussian noise and describes a technique for identifying the pair $(\tau, F)$ that minimizes the probability of error. For equal a priori probabilities, a sufficient condition of the non-Gaussian noise distribution $g(x)$ for the probability of error to be quasi-convex is given and some non-Gaussian noise distributions which satisfy this condition are listed. This technique extends to Bayes risk and Neyman-Pearson criterion.

The identical threshold $\tau$ in local sensors generally does not result in an optimum system. However, the identical threshold assumption reduces the complexity dramatically. For binary hypothesis detection, Irving and Tsitsiklis [2] showed that no optimality is lost with identical local detectors in a two-sensor system. Tsitsiklis [3] as well as Chen and Papamarcou [4] showed that identical local detectors are asymptotically optimum when the number of sensors $n$ tends to infinity. These results provide some justification for restricting attention to identical quantizers.
Even with identical local thresholds, the problem is still complicated by the existence of multiple local minima. Furthermore, minimizing probability of error is difficult because the Bayesian error probability is not a smooth function, i.e., its first derivative is a discontinuous function. Hashlamoun and Varshney [1], [5] have overcome this difficulty by using a smooth bound on the Bayesian error probability to approximately determine the optimal pair $(\tau, F)$. Avi-Itzhak and Diep [6] provided an even tighter bound leading to a very good approximation. Even so, these techniques still produce a minimization problem that may have local minima, since neither convexity nor quasi-convexity was shown in these references.
In this correspondence, we show that for any admissible fusion rule $F_{i}$ (i.e., any $F_{i}$ that is optimal for at least one $\tau$ ), $P_{e}(\tau, i)$ defined as the probability of error for $\left(\tau, F_{i}\right)$ is a quasi-convex function of $\tau$. Quasiconvexity [7] means that every sublevel set $S_{\alpha}=\left\{\tau: P_{e}(\tau, i) \leq \alpha\right\}$ is convex. The admissible functions $F_{i}$ are simply threshold tests of the form

$$
s=F_{i}(k)=\left\{\begin{align*}
-m, & \text { if } k<i  \tag{1}\\
m, & \text { if } k \geq i
\end{align*}\right.
$$

Hence, the problem decomposes into a series of $n$ quasi-convex optimization problems (one for each $F_{i}$ ) that may be solved exactly using a variety of techniques including, for example, the ellipsoid algorithm [8].
Section II shows the proof of the quasi-convexity of the probability of error versus $\tau$ for every admissible fusion rule $F_{i}$ with generalized Gaussian noise. In Section III, with equal a priori probability, a sufficient condition of the non-Gaussian noise distribution $g(x)$ for the probability of error to be quasi-convex is given and some nonGaussian noise distributions that satisfy this condition are listed. Section IV shows some illustrative examples. Section V extends this technique to Bayes risk and Neyman-Pearson criterion. Section VI concludes this correspondence.

## II. Generalized Gaussian Noise

## A. Admissible Fusion Rules

This section identifies the admissible fusion rules for generalized Gaussian noise and shows that the probability of error versus $\tau$ is quasiconvex for these rules.
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