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Tail probability of random variable and

Laplace transform
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We investigate the exponential decay of the tail probability PðX > xÞ of a continuous type
random variable X. Let �ðsÞ be the Laplace–Stieltjes transform of the probability distribution
function FðxÞ ¼ PðX � xÞ of X, and �0 be the abscissa of convergence of �ðsÞ. We will prove
that if �1 < �0 < 0 and the singularities of �ðsÞ on the axis of convergence are only a finite
number of poles, then the tail probability decays exponentially. For the proof of our theorem,
Ikehara’s Tauberian theorem will be extended and applied.
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1. Introduction

In various engineering problems, it is often important to evaluate the tail probability
of a random variable. For instance, the tail probability of the waiting time in a
queue is used for the design of buffer size and call admission control in communication
networks. Further, the error probability of an error correcting code is also evaluated
by the tail probability. In large deviations theory, one considers the probability that
the average of a sequence of random variables exceeds some value and discusses the
exponential decay of the tail probability when the number of random variables becomes
infinite. In this article, we consider how the tail probability PðX > xÞ of one random
variable X decays as x tends to infinity.

We say that the tail probability PðX > xÞ decays exponentially if

PðX > xÞ ’ e�0x, �0 < 0,
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or, more precisely,

lim
x!1

1

x
logPðX > xÞ ¼ �0, �0 < 0: ð1Þ

�0 is called the exponential decay rate. We give a condition on which the tail probability
decays exponentially. We consider the Laplace–Stieltjes transform �ðsÞ of the prob-
ability distribution function FðxÞ ¼ PðX � xÞ, and investigate the decay of the tail
probability PðX > xÞ based on analytic properties of �ðsÞ.

Even in a case that we cannot obtain the explicit form of PðX > xÞ, we sometimes can
obtain �ðsÞ explicitly. For example, in queueing theory, we may calculate the Laplace–
Stieltjes transform �ðsÞ of the waiting time by the Pollaczek–Khinchin formula. In such
a case, if �ðsÞ is inversely transformed easily, we could obtain the tail probability; how-
ever, inversion is difficult in general. Since our purpose is to study the exponential decay
of the tail probability, it is not exactly essential to know the explicit form of the tail
probability itself. Rather, it is enough to focus only on the properties of �ðsÞ for inves-
tigating the exponential decay.

We can readily see that if �ðsÞ is a rational function, then the tail probability
PðX > xÞ decays exponentially since �ðsÞ can be expanded by partial fractions and
each fraction has the inverse transform which decays exponentially. In the case of a
rational function, the exponential decay and the decay rate are determined by the
poles with the maximum real part. The poles with the maximum real part lie on the
axis of convergence of �ðsÞ, and other poles do not contribute to the exponential
decay. From these facts, we can expect that even when �ðsÞ is not rational the poles
on the axis of convergence determine the exponential decay of PðX > xÞ.

The author discussed in [4] the exponential decay of the tail probability PðX > xÞ of
a discrete type random variable X. We considered the probability generating function

�ðzÞ ¼
X1
n¼0

PðX ¼ nÞzn

of X and investigated the exponential decay of PðX > xÞ by noticing complex analytic
properties of �ðzÞ. In particular, we elucidated the relation between the exponential
decay of PðX > xÞ and the radius of convergence and the number of poles of �ðzÞ on
the circle of convergence.

Denote by r the radius of convergence of �ðzÞ, then Cauchy–Hadamard’s formula [3]
implies

lim sup
n!1

1

n
logPðX ¼ nÞ ¼ � log r:

In addition, if 1 < r <1, then

lim sup
n!1

1

n
logPðX > nÞ ¼ � log r: ð2Þ
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In [4], we discussed conditions that guarantee the existence of the limit (instead of the
lim sup) of the left hand side of (2), and showed the following:

(1) If 1 < r <1 and the singularities of �ðzÞ on the circle of convergence jzj ¼ r
are only a finite number of poles, then limn!1 n�1 logPðX > nÞ exists and is
equal to � log r.

(2) We gave an example of a discrete type random variable X with lim supn!1 n�1

logPðX > nÞ 6¼ lim infn!1 n�1 logPðX > nÞ.
(3) We gave an example of M/G/1 type Markov chain whose stationary distribution

does not have an exponentially decaying tail.

In this article, we will extend the results in [4] to continuous type random variables.
While we considered the probability generating function in the case of a discrete type
random variable, we focus on the Laplace–Stieltjes transform of the probability
distribution function FðxÞ if X is of continuous type. Let �ðsÞ be the Laplace–Stieltjes
transform of FðxÞ and �0 be the abscissa of convergence of �ðsÞ. The vertical line
<s ¼ �0 is called the axis of convergence of �ðsÞ, where <s represents the real part
of s. The main theorem of this paper is that if �1 < �0 < 0 and the singularities
of �ðsÞ on the axis of convergence are only a finite number of poles, then

lim
x!1

1

x
logPðX > xÞ ¼ �0: ð3Þ

The biggest difference between the case of discrete type random variables and that
of continuous ones is the topological property of the domain of convergence of
power series and Laplace–Stieltjes transform. In the power series the circle of conver-
gence jzj ¼ r is a compact set, while the axis of convergence <s ¼ �0 is not compact.
Due to this difference, although the theorems for both types of random variables
formally look similar, the proof for the continuous type random variables is much
more complicated than that for discrete ones.

This article is organized as follows. In section 2, the definition of the Laplace–Stieltjes
transform and its abscissa of convergence are given and some lemmas are presented.
In section 3, we show an example of a random variable X whose tail probability
PðX > xÞ does not decay exponentially. In section 4, Tauberian theorems are intro-
duced for the purpose of proving our main theorem. In section 5, some preliminary
lemmas are given for the proof of the main theorem. Ikehara’s Tauberian theorem is
extended to the case that the Laplace transfrom has a finite number of poles on the
axis of convergence. In section 6, the main theorem is proved by using the lemmas
proved in section 5. Further, we show that for the example F�ðxÞ in section 3 all the
points on the axis of convergence are singularities of the Laplace–Stieltjes transform
of F�ðxÞ. In section 7, we conclude with the results.

2. Laplace–Stieltjes transform of probability distribution function

and its abscissa of convergence

Let X be a non-negative continuous type random variable with probability distribution
function

FðxÞ ¼ PðX � xÞ:
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Define the Laplace–Stieltjes transform of FðxÞ as

�ðsÞ ¼

Z 1

0

e�sxdFðxÞ, s ¼ � þ i�: ð4Þ

The abscissa of convergence of �ðsÞ is defined as the number �0 such that the integral (4)
converges for <s > �0 and diverges for <s < �0. The vertical line <s ¼ �0 is called the
axis of convergence of �ðsÞ. Since �ð0Þ ¼ 1 <1, we have �0 � 0.

Now, we consider the tail probability

~FFðxÞ ¼ PðX > xÞ

of the random variable X. We have FðxÞ þ ~FFðxÞ ¼ 1.
Let �0 denote the abscissa of convergence of (4). We can easily obtain

LEMMA 1 The abscissa of convergence of the Laplace–Stieltjes transformZ 1

0

e�sxd ~FFðxÞ, s ¼ � þ i�

of ~FFðxÞ is equal to �0.

Next, we have

LEMMA 2 If �0 < 0, then for s with <s > �0,

Z 1

0

e�sxdFðxÞ ¼ 1� s

Z 1

0

e�sx ~FFðxÞdx:

Proof See Widder [5], p. 41, Theorem 2.3b. g

From Lemma 2, we have

LEMMA 3 If �0 < 0, then the abscissa of convergence of the Laplace transform

 ðsÞ ¼

Z 1

0

e�sx ~FFðxÞdx

of ~FFðxÞ is equal to �0.

From Lemma 1 and Widder [5], p. 44, Theorem 2.4e (see Appendix), we have the next
lemma.

LEMMA 4 If �0 < 0, then for the tail probability ~FFðxÞ, we have

lim sup
x!1

1

x
log ~FFðxÞ ¼ �0: ð5Þ

Proof We give a proof different from one in [5]. By Markov’s inequality, for any �
with �0 < � < 0, we have

~FFðxÞ � e�x�ð�Þ: ð6Þ
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From (6)

1

x
log ~FFðxÞ � � þ

1

x
log�ð�Þ; ð7Þ

hence, by taking lim sup of both sides of (7), we have

lim sup
x!1

1

x
log ~FFðxÞ � �0; ð8Þ

since � is arbitrary in �0 < � < 0. Suppose that the equality in (8) does not hold, then
there should exist �1 with �1 < �0 such that ~FFðxÞ satisfies

~FFðxÞ � e�1x

for sufficiently large x. But by Lemma 3 this contradicts �0 being the abscissa of
convergence. g

Lemma 4 can be regarded as an analogy of Cauchy–Hadamard’s formula on the
radius of convergence of power series. In general, the lim sup in (5) is different from
lim inf. We will show such an example in the next section.

3. Example of X whose tail probability does not decay exponentially

In [4], an example of a discrete type random variable X is given such that the lim sup
in (2) does not coincide with lim inf, i.e., the limit does not exist. In this section, we
will show an example of a continuous type random variable such that the lim sup
in (5) is not equal to lim inf by modifying the example in [4].

For any h > 0, we define a sequence fcng
1
n¼0 by the following recursive formula:

c0 ¼ 0,
cn ¼ cn�1 þ ehcn�1 , n ¼ 1, 2, . . . :

�
ð9Þ

A function �ðxÞ, x � 0 is defined by

�ðxÞ ¼ e�hcn , for cn � x < cnþ1, n ¼ 0, 1, . . . : ð10Þ

�ðxÞ has following properties, which are easily verified.

�ðxÞ is right continuous, piecewise constant, and non-increasing: ð11Þ

Z cnþ1

cn

�ðxÞdx ¼ e�hcnðcnþ1 � cnÞ ¼ 1, n ¼ 0, 1, . . . : ð12Þ
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Z 1

0

�ðxÞdx ¼ 1: ð13Þ

For any � > 0,

Z 1

0

e��x�ðxÞdx <1: ð14Þ

Now, for �0 < 0, putting F�ðxÞ ¼ 1� e�0x�ðxÞ, x � 0, we find from (11) that F�ðxÞ
is a right continuous and non-decreasing function with F�ð0Þ ¼ 0; F�ð1Þ ¼ 1, i.e.,
F�ðxÞ is a distribution function. Let us define X� as a random variable whose probabil-
ity distribution function is F�ðxÞ. Denoting by ~FF�ðxÞ the tail probability of X�, we have

~FF�ðxÞ ¼ PðX� > xÞ ¼ e�0x�ðxÞ, x � 0: ð15Þ

Hence, from (13), we have

Z 1

0

e��0x ~FF�ðxÞdx ¼

Z 1

0

�ðxÞdx ¼ 1, ð16Þ

and for any � > �0, from (14),

Z 1

0

e��x ~FF�ðxÞdx ¼

Z 1

0

e�ð���0Þx�ðxÞdx <1: ð17Þ

Thus from (16), (17) the abscissa of convergence of the Laplace transform of ~FF�ðxÞ is �0.
Therefore, from Lemmas 1, 3, 4, we have

lim sup
x!1

1

x
log ~FF�ðxÞ ¼ �0: ð18Þ

On the other hand, for x ¼ cn,

~FF�ðcnÞ ¼ e�0cn�ðcnÞ

¼ eð�0�hÞcn,

and hence

lim inf
x!1

1

x
log ~FF�ðxÞ � lim inf

n!1

1

cn
log ~FF�ðcnÞ

¼ �0 � h

< �0: ð19Þ

Thus, from (18), (19) we can conclude that the limit does not exist.
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The example (15) with lim sup x�1 log ~FF�ðxÞ 6¼ lim inf x�1 log ~FF�ðxÞ is in a sense
pathological, hence there is a possibility that we can guarantee the existence of the
limit by posing appropriate weak conditions.

In fact, we have the following theorem, that is the main theorem of this article.

THEOREM 1 For a non-negative random variable X, let FðxÞ � PðX � xÞ be the prob-
ability distribution function of X and ~FFðxÞ � PðX > xÞ be the tail probability of X.
Denote by �0 the abscissa of convergence of the Laplace–Stieltjes transform �ðsÞ of
FðxÞ. If �1 < �0 < 0 and the singularities of �ðsÞ on the axis of convergence <s ¼ �0
are only a finite number of poles, then we have

lim
x!1

1

x
log ~FFðxÞ ¼ �0: ð20Þ

Remark 1 The assumption of Theorem 1 implies that there exists an open neigh-
borhood U of <s ¼ �0 and �ðsÞ is analytic on U except for the finite number of poles
on <s ¼ �0.

Remark 2 The real point s ¼ �0 of the axis of convergence is always a singularity of
�ðsÞ by Widder [5], p. 58, Theorem 5b (see Appendix). Hence, under the assumption
in Theorem 1, s ¼ �0 is a pole of �ðsÞ.

In the case of discrete type random variable X, the following theorem is shown in [4],
which corresponds to Theorem 1.

THEOREM (Nakagawa [4]) Let X be a discrete type random variable taking non-negative
integral values. The probability function of X is denoted by �n ¼ PðX ¼ nÞ; n ¼ 0; 1; . . . ;
and the tail probability by �n � PðX > nÞ ¼

P
j>n �j . Consider the probability generating

function �ðzÞ of f�ng. If the radius of convergence r of �ðzÞ satisfies 1 < r <1 and the
singularities of �ðzÞ on the circle of convergence are only a finite number of poles, then
we have

lim
n!1

1

n
log�n ¼ � log r:

The proof of this theorem depends mainly on the following fact for power series:
if a power series f ðzÞ ¼

P1

n¼0 anz
n converges in jzj < R1 and is continued analytically

to a function analytic in jzj < R2 with R2 > R1, then the power series
P1

n¼0 anz
n

converges in jzj < R2. However, for Laplace transforms, analogous to this property
does not hold. In fact, even if the integral

’ðsÞ ¼

Z 1

0

e�sx�ðxÞdx ð21Þ

converges in <s > �1 and ’ðsÞ is continued analytically to a function analytic in <s > �2
with �2 < �1, the integral (21) does not necessarily converge in <s > �2. For instance,
the abscissa of convergence of the integral

’ðsÞ ¼

Z 1

0

e�sxex sinðexÞdx
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is � ¼ 0, nevertheless ’ðsÞ is continued analytically to a function analytic in the whole
finite plane jsj <1 ([5], p.58). This is a large difference between power series and
Laplace transform. In general, in Laplace transform, we cannot discuss the convergence
of the integral in the left half-plane of the axis of convergence. However, we may be able
to discuss the convergence on <s ¼ �0 with the knowledge of convergence in <s > �0.
For this purpose, we will apply Tauberian theorems.

4. Application of Tauberian theorems

4.1. Abelian theorems

First, we introduce a general form of Abelian theorem for Laplace transform.
A function �ðxÞ of bounded variation in [a, b] is said to be normalized if it satisfies

�ðaÞ ¼ 0,

�ðxÞ ¼
1

2

�
�ðxþÞ þ �ðx�Þ

�
, a < x < b:

ABELIAN THEOREM (Widder [5], p. 183, Cor. 1c.) For a normalized function �ðxÞ of
bounded variation in [0, R] for every R > 0, if the integral

’ðsÞ ¼

Z 1

0

e�sxd�ðxÞ

exists for s > 0; then we have

lim inf
x!1

�ðxÞ � lim inf
s!0þ

’ðsÞ � lim sup
s!0þ

’ðsÞ � lim sup
x!1

�ðxÞ, ð22Þ

lim inf
x!0þ

�ðxÞ � lim inf
s!1

’ðsÞ � lim sup
s!1

’ðsÞ � lim sup
x!0þ

�ðxÞ: ð23Þ

4.2. Tauberian theorems

Contrary to Abelian theorems, Tauberian theorems give sufficient conditions for the
existence of limx!1 �ðxÞ. The following is one of the well-known Tauberian theorems.

TAUBERIAN THEOREM (Widder [5], p. 187, Theorem 3b) For a normalized function �ðxÞ
of bounded variation in ½0;R� for every R > 0; let the integral

’ðsÞ ¼

Z 1

0

e�sxd�ðxÞ

exist for s > 0 and let lims!0þ ’ðsÞ ¼ A. Then

lim
x!1

�ðxÞ ¼ A
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holds if and only if

Z x

0

td�ðtÞ ¼ oðxÞ, x ! 1

If we consider only a special type of function �ðxÞ, then a weaker sufficient condition
may be enough to describe the asymptotic behavior of �ðxÞ. The following Tauberian
theorem by Ikehara is for a non-negative and non-decreasing function. This Ikehara’s
Tauberian theorem could be used for the proof of the prime-number theorem [5].

THEOREM (Ikehara [1], see also Widder [5], p. 233, Theorem 17) Let �ðxÞ be a non-
negative and non-decreasing function defined in 0 � x <1, and let the integral

 ðsÞ ¼

Z 1

0

e�sx�ðxÞdx, s ¼ � þ i�

converge for <s > 1. If for some constant � and some function gð�Þ

lim
�!1þ

�
 ðsÞ �

�

s� 1

�
¼ gð�Þ ð24Þ

uniformly in every finite interval of �, then we have

lim
x!1

e�x�ðxÞ ¼ �:

Remark 3 Suppose s ¼ 1 is a pole of  ðsÞ of order 1 and � the residue of  ðsÞ at s ¼ 1.
Further, if  ðsÞ has no other singularities than s ¼ 1 on the axis of convergence <s ¼ 1,
then the condition (24) holds. More generally, suppose that the singularities of  ðsÞ on
the axis of convergence <s ¼ 1 are only a finite number of poles sj , j ¼ 1, . . . ,m.
Denoting by  jðsÞ the principal part of  ðsÞ at the pole sj, then similarly to (24),

lim
�!1þ

 ðsÞ �
Xm
j¼1

 jðsÞ

 !
¼ gð�Þ ð25Þ

uniformly in every finite interval of �.

5. Preliminary for proof of theorem 1

In this section, we will prepare some lemmas for the proof of Theorem 1.
First of all, we define

	ðxÞ �
1ffiffiffiffiffiffi
2�

p
sin x=2

x=2

� �2

, �1 < x <1,

and for any 
 > 0,

k
ðxÞ � 2
	ð2
xÞ

¼
2
ffiffiffi
2

p
�

sin 
x


x

� �2

, �1 < x <1:
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For integers D � 1 and N � ðDþ 1Þ=2, we seeZ 1

0

kN
 ðx� tÞtD�1dt <1, �1 < 8x <1,

where kN
 ðx� tÞ is the Nth power of k
ðx� tÞ.
Next, for any 
 > 0, define

K
ðxÞ �
1�

x

2


			 			, jxj � 2
,

0, jxj > 2
:

(

It follows that K
 is the Fourier transform of k
, i.e., K
 ¼ Fðk
Þ or

K
ðxÞ ¼
1ffiffiffiffiffiffi
2�

p

Z 1

�1

eixtk
ðtÞ dt: ð26Þ

Writing K�N

 ¼ K
 � � � � � K
 (N-fold convolution), we have K�N


 ¼ FðkN
 Þ. The support
of K�N


 is denoted by ½��; ��, where � ¼ 2N
.

5.1. On a slowly increasing function

A function f ðxÞ defined in 0 � x <1 is slowly increasing if it satisfies

lim sup
x!1;�!0þ

f ðxþ �Þ � f ðxÞ

 �

� 0:

LEMMA 5 Let f ðxÞ be a slowly increasing function. Given � > 0 and an increasing
sequence fung

1
n¼0 with un ! 1, we assume f ðunÞ > � ðresp. f ðunÞ < ��Þ, n ¼ 1, 2, . . .

Then, there exist � > 0 and infinitely many non-overlapping intervals fJn ¼ ðxn � �,
xn þ �Þg with

f ðxÞ >
�

2
resp: f ðxÞ < �

�

2

� �
, x 2 Jn, n ¼ 1, 2, . . . :

Proof: First, consider the case f ðunÞ > �. For un, let us define vn ¼ supfv j v < un,
f ðvÞ < �=2g. Suppose the claim were not true, then for any � > 0 and sufficiently
large all n,

0 � un � vn < 2�: ð27Þ

By the definition of vn, we have

f ðunÞ � f ðvnÞ >
�

2
: ð28Þ

From (27), (28), we have

lim sup
x!1, �!0þ

ff ðxþ �Þ � f ðxÞg � lim sup
n!1

ff ðunÞ � f ðvnÞg

�
�

2
,
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which contradicts f ðxÞ being slowly increasing. The case f ðunÞ < �� can be proved in
a similar way. g

We have the following lemma.

LEMMA 6 Let f ðxÞ be a bounded and slowly increasing function. Let D and N be integers
with D � 1 and N � ðDþ 1Þ=2. If

lim
x!1

Z 1

0

kN
 ðx� tÞtD�1f ðtÞ dt ¼ 0 ð29Þ

holds for any 
 > 0, then we have

lim
x!1

f ðxÞ ¼ 0: ð30Þ

Proof Suppose (30) were not true. Then there should exist � > 0 and an increasing
sequence fung with un ! 1 such that f ðunÞ > � or f ðunÞ < ��. Assume f ðunÞ > �.
The other case can be handled in the same way.

From f ðunÞ > � and Lemma 5, there exists a sequence of intervals fJn ¼ ðxn � �,
xn þ �Þg with

f ðxÞ >
�

2
, x 2 Jn, n ¼ 1, 2, . . . :

Hence, we have

Z 1

0

kN
 ðxn � tÞtD�1f ðtÞdt ¼

Z xn��

0

þ

Z xnþ�

xn��

þ

Z 1

xnþ�

kN
 ðxn � tÞtD�1f ðtÞdt

�
�

2

Z xnþ�

xn��

kN
 ðxn � tÞtD�1dt� sup
0�x<1

j f ðxÞj

�

Z xn��

0

þ

Z 1

xnþ�

kN
 ðxn � tÞtD�1dt

� �
: ð31Þ

Each term in (31) can be evaluated as follows:

Z xnþ�

xn��

kN
 ðxn � tÞtD�1dt ¼

Z �

��

kN
 ðtÞðxn � tÞD�1dt

¼ ð2
ÞN�1

Z 2
�

�2
�

	NðtÞ xn �
t

2


� �D�1

dt

¼ ð2
ÞN�1xD�1
n

Z 2
�

�2
�

	NðtÞdtþ �1ðxn, 
Þ

� �
, ð32Þ

where �1ðxn; 
Þ ! 0 as xn; 
! 1, by the binomial expansion of
�
xn � t=2


�D�1
.
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Similarly, we have

Z xn��

0

kN
 ðxn � tÞtD�1dt ¼ ð2
ÞN�1xD�1
n �2ðxn, 
Þ, ð33Þ

and

Z 1

xnþ�

kN
 ðxn � tÞtD�1dt ¼ ð2
ÞN�1xD�1
n �3ðxn; 
Þ, ð34Þ

where �2ðxn, 
Þ ! 0, �3ðxn, 
Þ ! 0 as xn, 
! 1.
Write C �

R1
0 	NðtÞdt <1 and M � sup0�x<1 j f ðxÞj <1, then there exists ~CC > 0

such that for sufficiently small 1, 2 > 0 and large 
, from (31)–(34), we have

Z 1

0

kN
 ðxn � tÞtD�1f ðtÞdt �
�

2
ðC � 1Þ �M2

n o
ð2
ÞN�1xD�1

n

� ~CC,

but this contradicts the assumption of the lemma (29).

5.2. Laplace transform with finite number of poles on its axis of convergence

Let �ðxÞ be a non-negative and non-increasing function in x � 0, and �ðxÞ 2 L1½0,R�
for any R > 0. Consider the Laplace transform

 ðsÞ ¼

Z 1

0

e�sx�ðxÞ dx:

Let �0 be the abscissa of convergence of  ðsÞ with �1 < �0 < 0. Assume the singu-
larities of  ðsÞ on the axis of convergence <s ¼ �0 are only a finite number of poles
sj ¼ �0 þ i�j, j ¼ 1, . . . ,m. Write  jðsÞ as the principal part of  ðsÞ at the pole sj, and
AjðxÞ as the inverse Laplace transform of  jðsÞ, j ¼ 1, . . . ,m. The order of the pole sj
is denoted by dj and let D ¼ max1�j�m dj.

Define functions bðxÞ and BðxÞ for x � 0 as follows:

bðxÞ ¼ e��0xx�Dþ1�ðxÞ, x � 0, ð35Þ

BðxÞ ¼ e��0xx�Dþ1
Xm
j¼1

AjðxÞ, x � 0: ð36Þ

We will investigate the properties of bðxÞ and BðxÞ.
We have the following lemma.
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LEMMA 7 Let N be an integer with N � ðDþ 1Þ=2. If

1

xD�1

Z 1

0

kN
 ðx� tÞtD�1


bðtÞ � BðtÞ

�
dt

is bounded in x � 0 for some 
 > 0; then bðxÞ � BðxÞ is bounded.

Proof Since the principal part  jðsÞ at the pole sj is represented as

 jðsÞ ¼
Xdj
l¼1

�jl

ðs� sjÞ
l
, �jl 2 C, �jdj 6¼ 0,

we have

AjðxÞ ¼
Xdj
l¼1

�jl
ðl � 1Þ!

xl�1esjx:

Thus, we have from (36)

BðxÞ ¼
Xm
j¼1

Xdj
l¼1

�jl
ðl � 1Þ!

xl�Dei�jx: ð37Þ

Since l �D � 0, BðxÞ is bounded in x � 0.
Next, we will show that bðxÞ is bounded. We have

Z 1

0

kN
 ðx� tÞtD�1BðtÞdt ¼

Z 1

�x

kN
 ðtÞðxþ tÞD�1Bðxþ tÞ dt

¼
XD�1

n¼0

D� 1

n

� �
xD�1�n

Z 1

�x

kN
 ðtÞt
nBðxþ tÞ dt: ð38Þ

Since BðxÞ is bounded and

Z 1

�x

kN
 ðtÞt
D�1dt

				
				 <1,

we see from (38) that there exist E1 > 0 and x1 > 0 with

1

xD�1

Z 1

0

kN
 ðx� tÞtD�1BðtÞdt

				
				 < E1, x > x1: ð39Þ
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Noting bðxÞ � 0, we have from the assumption of the lemma and (39),

1

xD�1

Z 1

0

kN
 ðx� tÞtD�1bðtÞ dt

�
1

xD�1

Z 1

0

kN
 ðx� tÞtD�1 bðtÞ � BðtÞ

 �

dt

				
				þ 1

xD�1

Z 1

0

kN
 ðx� tÞtD�1BðtÞdt

				
				

<E2, x> x2: ð40Þ

On the other hand, we can write

1

xD�1

Z 1

0

kN
 ðx� tÞtD�1bðtÞ dt ¼
1

xD�1

Z 1

�x

kN
 ðtÞðxþ tÞD�1bðxþ tÞ dt

¼
ð2
ÞN�1

xD�1

Z 1

�2
x

	NðtÞ xþ
t

2


� �D�1

b xþ
t

2


� �
dt,

hence it follows from (40) that

ð2
ÞN�1

xD�1

Z 1

�2
x

	NðtÞ xþ
t

2


� �D�1

b xþ
t

2


� �
dt <E2, x> x2: ð41Þ

The integrand in (41) is non-negative in ½�2
x, 1Þ and ½�
ffiffiffi



p
,

ffiffiffi



p
� 	 ½�2
x, 1Þ, hence

we have

ð2
ÞN�1

xD�1

Z ffiffi



p

�
ffiffi



p
	NðtÞ xþ

t

2


� �D�1

b xþ
t

2


� �
dt <E2, x> x2,

and thus

ð2
ÞN�1

xD�1

Z ffiffi



p

�
ffiffi



p
	NðtÞ x�

1

2
ffiffiffi



p þ
t

2


� �D�1

b x�
1

2
ffiffiffi



p þ
t

2


� �
dt <E2, x> x3: ð42Þ

Since �ðxÞ is non-increasing, we have for �
ffiffiffi



p
� t �

ffiffiffi



p
,

x�
1

2
ffiffiffi



p þ
t

2


� �D�1

b x�
1

2
ffiffiffi



p þ
t

2


� �
¼ e��0 x�ð1=

ffiffiffiffi
2


p
Þþðt=2
Þð Þ� x�

1

2
ffiffiffi



p þ
t

2


� �

� e��0 x�ð1=
ffiffiffiffi
2


p
Þþðt=2
Þð Þ�ðxÞ,

and from (42)

e��0xx�Dþ1�ðxÞ
ð2
ÞN�1ffiffiffiffiffiffi

2�
p

Z ffiffi



p

�
ffiffi



p
e�0ðð1=2

ffiffi



p
Þ�ðt=2
ÞÞ	NðtÞ dt <E2, x> x3:
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Therefore, we finally have

bðxÞ < E2

�
ð2
ÞN�1ffiffiffiffiffiffi

2�
p

Z ffiffi



p

�
ffiffi



p
e�0ðð1=2

ffiffi



p
Þ�ðt=2
ÞÞ	NðtÞ dt

��1

, x > x3,

which shows that bðxÞ is bounded. g

LEMMA 8 Under the assumption of Lemma 7, bðxÞ � BðxÞ is slowly increasing.

Proof It is readily seen that the sum of two slowly increasing functions is slowly
increasing. We show that both bðxÞ and �BðxÞ are slowly increasing. Since BðxÞ has
bounded derivative, �BðxÞ is slowly increasing.

Next, we prove that bðxÞ is slowly increasing. For x > 0 and � > 0, we have

bðxþ �Þ � bðxÞ ¼ e��0ðxþ�Þðxþ �Þ�Dþ1�ðxþ �Þ � e��0xx�Dþ1�ðxÞ

� bðxÞ e��0�
xD�1

ðxþ �ÞD�1
� 1

� �

because �ðxÞ is non-increasing. Since bðxÞ is bounded by Lemma 7, we have

lim sup
x!1, �!0þ

fbðxþ �Þ � bðxÞg � lim sup
x!1, �!0þ

bðxÞ e��0�
xD�1

ðxþ �ÞD�1
� 1

� �
¼ 0,

which shows that bðxÞ is slowly increasing.

5.3. Extension of Ikehara’s theorem

The following theorem is an extension of Ikehara’s theorem to the case that �ðxÞ is
a non-negative and non-increasing function and its Laplace transform has a finite
number of poles on the axis of convergence.

THEOREM 2 Let �ðxÞ be a non-negative and non-increasing function in x � 0; and
�ðxÞ 2 L1½0,R� for any R > 0. Let �0 be the abscissa of convergence of the Laplace
transform

 ðsÞ ¼

Z 1

0

e�sx�ðxÞdx ð43Þ

with �1 < �0 < 0. Assume the singularities of  ðsÞ on the axis of convergence <s ¼ �0
are only a finite number of poles sj ¼ �0 þ i�j, j ¼ 1, . . . ,m. Write  jðsÞ as the principal
part of  ðsÞ at sj and AjðxÞ as the inverse Laplace transform of  jðsÞ; j ¼ 1; . . . ,m.
The order of the pole sj is denoted by dj and let D ¼ max1� j�m dj. Then we have

lim
x!1

e��0xx�Dþ1
�
�ðxÞ �

Xm
j¼1

AjðxÞ
�( )

¼ 0: ð44Þ
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Remark 4 From Korevaar [2], p. 495, Theorem 9.2 (see Appendix), if

e��0xx�Dþ1
�
�ðxÞ �

Xm
j¼1

AjðxÞ
�

is differentiable and its derivative is bounded from below, then we see that (44) holds.

Proof Consider the functions bðxÞ and BðxÞ defined in (35), (36). For any � > 0 and
an integer N with N � ðDþ 1Þ=2, define

I�ðxÞ �
1ffiffiffiffiffiffi
2�

p

Z 1

0

kN
 ðx� tÞtD�1fbðtÞ � BðtÞge��tdt:

Since K�N

 ¼ FðkN
 Þ, by Fubini’s theorem, we have

I�ðxÞ ¼
1

2�

Z 1

0

tD�1fbðtÞ � BðtÞge��tdt

Z �

��

K�N

 ð�Þe�i�ðx�tÞd�

¼
1

2�

Z �

��

K�N

 ð�Þe�ix�d�

Z 1

0

tD�1fbðtÞ � BðtÞge�ð��i�Þtdt

¼
1

2�

Z �

��

K�N

 ð�Þe�ix�d�  ð�0 þ �� i�Þ �

Xm
j¼1

 jð�0 þ �� i�Þ

( )
: ð45Þ

By the assumption of theorem and Remark 3, there exists a function gð�Þ and

lim
�!0þ

 ð�0 þ �� i�Þ �
Xm
j¼1

 jð�0 þ �� i�Þ

( )
¼ gð�Þ ð46Þ

uniformly in the finite interval ½��; ��, which is the support of K�N

 (see the definition

after (26)). Therefore, we can change the order of the limit and the integration in (45)
to obtain

lim
�!0þ

I�ðxÞ ¼
1

2�

Z �

��

K�N

 ð�Þe�ix�gð�Þ d�: ð47Þ

Next, consider

I�,BðxÞ �
1

2�

Z 1

0

kN
 ðx� tÞtD�1BðtÞe��tdt:

From (37), we have

I�,BðxÞ ¼
1

2�

Xm
j¼1

Xdj
l¼1

�jl
ðl � 1Þ!

Z 1

0

kN
 ðx� tÞtl�1ei�j te��tdt: ð48Þ
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Since N � ðDþ 1Þ=2, the infinite integral

Z 1

0

kN
 ðx� tÞtl�1ei�j t dt

converges, thus we have by (22) in the Abelian theorem

lim
�!0þ

Z 1

0

kN
 ðx� tÞtl�1ei�j te��tdt ¼

Z 1

0

kN
 ðx� tÞtl�1ei�j t dt:

Hence we have by (48)

lim
�!0þ

I�,BðxÞ ¼
1

2�

Z 1

0

kN
 ðx� tÞtD�1BðtÞ dt: ð49Þ

Moreover, consider

I�, bðxÞ �
1

2�

Z 1

0

kN
 ðx� tÞtD�1bðtÞe��t dt:

By (47), (49), we have

lim
�!0þ

I�, bðxÞ ¼ lim
�!0þ



I�ðxÞ þ I�,BðxÞ

�
<1: ð50Þ

Since bðtÞ � 0, we have

1

2�

Z 1

0

kN
 ðx� tÞtD�1bðtÞdt � 1,

but if the integral is 1, then from (22),

lim
�!0þ

I�, bðxÞ � lim inf
R!1

1

2�

Z R

0

kN
 ðx� tÞtD�1bðtÞdt

¼ 1

which contradicts (50). Hence we have

1

2�

Z 1

0

kN
 ðx� tÞtD�1bðtÞ dt <1:

By (22), we have

lim
�!0þ

I�ðxÞ ¼ lim
�!0þ

I�, bðxÞ � lim
�!0þ

I�,BðxÞ

¼
1

2�

Z 1

0

kN
 ðx� tÞtD�1


bðtÞ � BðtÞ

�
dt: ð51Þ
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Thus by (47), (51), it follows that

1

2�

Z �

��

K�N

 ð�Þe�ix�gð�Þd� ¼

1

2�

Z 1

0

kN
 ðx� tÞtD�1


bðtÞ � BðtÞ

�
dt,

and hence by the Riemann–Lebesgue theorem

lim
x!1

1

2�

Z 1

0

kN
 ðx� tÞtD�1


bðtÞ � BðtÞ

�
dt ¼ 0 ð52Þ

holds for any 
 > 0. So, the assumption of Lemma 7 is satisfied. Since bðxÞ � BðxÞ
is bounded and slowly increasing by Lemmas 7, 8, we have by (52) and Lemma 6,
limx!1fbðxÞ � BðxÞg ¼ 0 or

lim
x!1

e��0xx�Dþ1 �ðxÞ �
Xm
j¼1

AjðxÞ

 !( )
¼ 0

g

5.4. Estimation of B(x) from below

Our goal is to examine the exponential decay of the tail probability ~FFðxÞ. Replace �ðxÞ
in Theorem 2 by ~FFðxÞ. The basic approach to this problem is to approximate ~FFðxÞ by
the inverse Laplace transform

Pm
j¼1 AjðxÞ of the rational function

Pm
j¼1  jðsÞ. To this

end, we first estimate BðxÞ from below.

LEMMA 9 Let �j, j ¼ 1, . . . ,m, be distinct real numbers and dj , j ¼ 1, . . . ,m, be integers
with dj � 1. Let �jl, l ¼ 1, . . . , dj, j ¼ 1, . . . ,m, be complex numbers with �jdj 6¼ 0.
Write D ¼ max1�j�m dj. For x � 0, define

BðxÞ ¼
Xm
j¼1

Xdj
l¼1

~��jlx
l�Dei�jx, ~��jl �

�jl
ðl � 1Þ!

, x � 0: ð53Þ

Then there exists T > 0, � ¼ �ðTÞ > 0, and x0 ¼ x0ðTÞ, such that for any x > x0 at least
one of jBðxÞj, jBðxþ TÞj, . . . , jBðxþ ðm� 1ÞTÞj is greater than �.

Proof Since �j 6¼ �j0 , j 6¼ j0, there exists T > 0 with �jT 6� �j0T mod 2�, j 6¼ j0.
For this T, we will show that there exists � > 0 such that at least one of
jBðxÞj, . . . , jBðxþ ðm� 1ÞTÞj is greater than � for any x > x0. If not, then for any
� > 0 there exists a sufficiently large x with

jBðxþ nTÞj � �, n ¼ 0, 1, . . . ,m� 1: ð54Þ

Now, define

�jðxÞ ¼
Xdj
l¼1

~��jlx
l�D, j ¼ 1, . . . ,m: ð55Þ
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Denote by m� the number of indices j that attains D ¼ max1�j�m dj. Without loss of
generality, we can assume d1 ¼ � � � ¼ dm� ¼ D. Then by (55) we can write

�jðxÞ ¼
~��jD þ �jðxÞ, j ¼ 1, . . . ,m�

�jðxÞ, j ¼ m� þ 1, . . . ,m,

�

where �jðxÞ is a function with limx!1 �jðxÞ ¼ 0, j ¼ 1, . . . ,m. Defining �ðxÞ ¼Pm
j¼1 �jðxÞ, we have from (53), (55)

BðxÞ ¼
Xm
j¼1

�jðxÞe
i�jx

¼
Xm�

j¼1

~��jDe
i�jx þ �ðxÞ:

Therefore we have

Bðxþ nTÞ ¼
Xm�

j¼1

~��jDe
i�jðxþnT Þ þ �ðxþ nTÞ, n ¼ 0, 1, . . . ,m� 1: ð56Þ

The matrix representation of (56) is

BðxÞ

Bðxþ TÞ

..

.

Bðxþ ðm� 1ÞTÞ

0
BBBB@

1
CCCCA ¼

ei�1x ei�2x . . . ei�mx

ei�1ðxþTÞ ei�2ðxþTÞ . . . ei�mðxþTÞ

� � �

ei�1ðxþðm�1ÞTÞ ei�2ðxþðm�1ÞTÞ . . . ei�mðxþðm�1ÞTÞ

0
BBB@

1
CCCA

�

~��1D

..

.

~��m�D

0

..

.

0

0
BBBBBBBBBB@

1
CCCCCCCCCCA

þ

�ðxÞ

�ðxþ TÞ

..

.

�ðxþ ðm� 1ÞTÞ

0
BBBB@

1
CCCCA:

ð57Þ

Writing V as the matrix in the right-hand side of (57), we have

detV ¼
Ym
j¼1

ei�jx � det

1 1 . . . 1

ei�1T ei�2T . . . ei�mT

� � �

ei�ðm�1ÞT
1 ei�2ðm�1ÞT . . . ei�mðm�1ÞT

0
BBB@

1
CCCA

¼
Ym
j¼1

ei�jx � ð�1Þmðm�1Þ=2
Y
j<j0

ei�jT � ei�j 0T
� �

: ðVandermonde determinantÞ
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Since ei�jT 6¼ ei�j0T by �jT 6� �j0T mod 2�, j 6¼ j0, we have

j detV j ¼
Y
j<j0

jei�jT � ei�j0T j > 0:

Denoting by �jn the cofactor of V, we have by (57)

~��jD ¼
1

detV

Xm�1

n¼0

�jn

�
Bðxþ nTÞ � �ðxþ nTÞ

�
, j ¼ 1, . . . ,m�: ð58Þ

For any �1 > 0 there exists a sufficiently large x1 such that j�ðxÞj < �1 holds for
any x > x1. Since �jn is ð�1Þjþn multiplied by the sum of ðm� 1Þ! complex numbers
of absolute value 1, we have j�jnj � ðm� 1Þ!. Hence, by (54), (58)

j ~��jDj �
m!

jdetVj
ð�þ �1Þ, j ¼ 1, . . . ,m�:

Because �, �1 are arbitrary, we have ~��jD ¼ 0, but this is a contradiction. g

The following lemma is an immediate consequence of Lemma 9.

LEMMA 10 There exist L > 0, c ¼ cðLÞ > 0, and an increasing sequence fx�g
1
�¼1 with

x� ! 1 which is contained in ½x0;1Þ for x0 sufficiently large, such that

x� � x��1 � L, ð59Þ

jBðx�Þj � c, � ¼ 1, 2, . . . : ð60Þ

Proof Let L ¼ 2mT for m and T in the proof of Lemma 9. g

6. Proof of theorem 1

Based on the lemmas in the preceding sections, we will prove our main theorem.

Proof of Theorem 1 By Lemma 4,

lim sup
x!1

1

x
log ~FFðxÞ ¼ �0,

hence, we only need to prove

lim inf
x!1

1

x
log ~FFðxÞ � �0:

Consider the increasing sequence fx�g with L and c which are given in Lemma 10.
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Now, by Theorem 2, for any � with 0 < � < c, taking sufficiently large x0, we have

e��0xx�Dþ1 ~FFðxÞ �
Xm
j¼1

AjðxÞ

( )					
					 < �, x > x0:

Thus, it follows that

~FFðxÞ >
			Xm
j¼1

AjðxÞ
			� �e�0xxD�1

¼ e�0xxD�1


jBðxÞj � �

�
, x > x0:

Particularly for x ¼ x�, by (60) we have

~FFðx�Þ > e�0x�xD�1
� ðc� �Þ: ð61Þ

For sufficiently large any x, take the index � with x��1 < x � x�. Then by (59), (61) and
the decreasing property of ~FFðxÞ, we have

~FFðxÞ � ~FFðx�Þ

> ðc� �Þe�0x�xD�1
�

� ðc� �Þe�0ðxþLÞxD�1: ð62Þ

Therefore from (62), we have

lim inf
x!1

1

x
log ~FFðxÞ � �0:

g

Theorem 1 gives a sufficient condition in which the number of poles on the axis of
convergence <s ¼ �0 is finite. But in a special case, there exists limx!1 x�1 log ~FFðxÞ
even if the number of poles on <s ¼ �0 is infinite. We show the following theorem.

THEOREM 3 Let � ¼ f�ng
1
n¼0 be a discrete type probability distribution and �ðzÞ ¼P1

n¼0 �nz
n be the probability generating function of �. We assume that the radius of con-

vergence r of �ðzÞ satisfies 1 < r <1 and the singularities of �ðzÞ on the circle of conver-
gence jzj ¼ r are only a finite number of poles. Let X be a continuous type random variable
whose probability distribution function is defined by

FðxÞ ¼
X
n�x

�n, x � 0:

Then the tail probability ~FFðxÞ of X satisfies

lim
x!1

1

x
log ~FFðxÞ ¼ � log r:

Proof By Theorem 3 in Nakagawa [4]. g
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Remark 5 The Laplace–Stieltjes transform �ðsÞ of FðxÞ in Theorem 3 satisfies

�ðsÞ ¼

Z 1

0

e�sxdFðxÞ

¼
X1
n¼0

e�sn�n

¼
X1
n¼0

�nz
n, z ¼ e�s,

so, by the change of variable z ¼ e�s, we see that �ðsÞ has infinitely many poles on the
axis of convergence <s ¼ � log r.

Then, how about the case of X� which was defined in (15)? For X�, let F�ðxÞ denote
the probability distribution function of X�, ��ðsÞ the Laplace–Stieltjes transform of
F�ðxÞ, and ~FF�ðxÞ the tail probability of X�. Since the limit limx!1 x�1 log ~FF�ðxÞ does
not exist, ��ðsÞ may have different type of infinitely many singularities from those in
Theorem 3. We will show that, by taking h as a special value, all the points on the
axis of convergence <s ¼ �0 are singularities of ��ðsÞ.

First, in the definition (9) of the sequence fcng, take h such that eh is an integer. Then
all the cn are non-negative integers. For fcng, define �ðxÞ by (10), and define F�ðxÞ by

F�ðxÞ ¼ 1� e�0x�ðxÞ, �0 < 0, x � 0:

Write ~FF�ðxÞ ¼ 1� F�ðxÞ and

��ðsÞ ¼

Z 1

0

e�sxdF�ðxÞ, <s > �0:

Since d ~FF�ðxÞ ¼ �0 ~FF
�ðxÞdxþ e�0xd�ðxÞ, we have by Lemma 2,

��ðsÞ ¼ �

Z 1

0

e�sxd ~FF�ðxÞ

¼ ��0

Z 1

0

e�sx ~FF�ðxÞ dx�

Z 1

0

eð�0�sÞxd�ðxÞ

¼
�0
s

Z 1

0

e�sxdF�ðxÞdx� 1

� �
�

Z 1

0

eð�0�sÞxd�ðxÞ

¼
�0
s
ð��ðsÞ � 1Þ �

Z 1

0

eð�0�sÞxd�ðxÞ: ð63Þ

Defining

ðsÞ ¼

Z 1

0

eð�0�sÞxd�ðxÞ,
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we have by (63)

��ðsÞ ¼ �
�0 þ sðsÞ

s� �0
: ð64Þ

Since we can write ðsÞ as

ðsÞ ¼
X1
n¼0

eð�0�sÞcnðe�hcn�1 � e�hcnÞ,

and cn is a non-negative integer, by the change of variable e�0�s ¼ z, define �ðzÞ as

�ðzÞ � ðsÞ

¼
X1
n¼0

ðe�hcn�1 � e�hcnÞzcn :

Since the abscissa of convergence ��ðsÞ is �0, that of ðsÞ is also �0 by (64). Thus,
the radius of convergence of �ðzÞ is 1. The sequence fcng is a gap sequence, i.e.,
lim infn!1 cnþ1=cn > 1, hence all the points on the circle of convergence jzj ¼ 1 are
singularities of �ðzÞ by Hadamard’s gap theorem shown in Appendix. Therefore,
by the correspondence e�0�s ¼ z, all the points on the axis of convergence <s ¼ �0
are singularities of ðsÞ, hence by (64) these are singularities of ��ðsÞ, too.

7. Conclusion

We investigated the exponential decay of the tail probability PðX > xÞ of a continuous
type random variable X based on the analytic properties of the Laplace–Stieltjes trans-
form �ðsÞ of the probability distribution function PðX � xÞ. We saw that the singu-
larities of �ðsÞ on the axis of convergence play an essential role. For the proof of
the exponential decay of PðX > xÞ, Ikehara’s Tauberian theorem was extended and
applied.

The exponential decay rate is determined by the abscissa of convergence �0 and
s ¼ �0 is always a singularity of �ðsÞ. Through the proof of the main theorem, we
believe the following conjecture is true.

Conjecture: If �1 < �0 < 0 and s ¼ �0 is a pole of �ðsÞ, then the tail probability
decays exponentially.
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A. Citation of theorems

THEOREM (Widder [5], p. 44, Theorem 2.4e) If

Z 1

0

e�sxdf ðxÞ

has a negative abscissa of convergence �0, then f ð1Þ exists and

�0 ¼ lim sup
x!1

1

x
log j f ðxÞ � f ð1Þj:

THEOREM (Widder [5], p. 58, Theorem 5b) If f ðxÞ is monotonic, then the real point of
the axis of convergence of

�ðsÞ ¼

Z 1

0

e�sxdf ðxÞ

is a singularity of �ðsÞ.

THEOREM (Widder [5], p. 40, Theorem 2.2b) If

Z 1

0

e�sxdf ðxÞ

converges for s with <s ¼ � < 0, then f ð1Þ exists and

f ðxÞ � f ð1Þ ¼ oðe�xÞ:

THEOREM (Korevaar [2], p. 495, Theorem 9.2) Let f ðxÞ be bounded from below for
t � 0 and

’ðsÞ ¼

Z 1

0

e�sxf ðxÞdx

converge for s with <s > 0. If ’ðsÞ is continued analytically to the closed half-plane
<s � 0, then

R1
0 f ðxÞdx exists and is equal to ’ð0Þ.

THEOREM (Hadamard’s Gap Theorem, see [3]) If a power series f ðzÞ ¼
P1

n¼0 acnz
cn

satisfies

lim inf
n!1

cnþ1

cn
> 1,

then all the points on the circle of convergence are singularities of f ðzÞ.
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