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Cooperation between channel Access control and TCP
Rate Adaptation in Multi-hop Ad hoc Networks
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SUMMARY In this paper, we propose a new cross-layer
scheme Cooperation between channel Access control and TCP
Rate Adaptation (CATRA) aiming to manage TCP flow con-
tention in multi-hop ad hoc network. In CATRA scheme, we
collect useful information from MAC and physical layers to es-
timate channel utilization of the station. Based on this infor-
mation, we adjust Contention Window (CW) size to control the
contention between stations. Then, we can achieve the fair chan-
nel access of each station and the efficient spatial channel usage.
Moreover, the fair value of bandwidth allocation for each flow
is calculated and sent to the Transport layer. Then, we adjust
the sending rate of TCP flow to solve the contention between
flows and the throughput of each flow becomes fairer. The per-
formance of CATRA scheme is examined on various multi-hop
network topologies by using Network Simulator (NS-2).

key words: Cross-layer method, per-flow/per-station fairness,
flow/station contention, throughput, TCP rate control, channel
access control, IEEE 802.11 back-off algorithm, multi-hop ad
hoc.

1. Introduction

Binary Ezxponential Back-off (BEB) mechanism [1] in
IEEE 802.11 [2] seems to provide all the contending
stations the same opportunity of access to the shared
channel. However, in multi-hop topologies, BEB mech-
anism often suffers from the unfairness problem and low
throughput [3]. Moreover, BEB mechanism determines
the C'W size corresponding only to the congestion con-
dition, so it does not consider other conditions about
neighbouring stations or higher layer, e.g., the number
of flows in the channel or the number of users in the
system. Thus, the CW size after some congestion may
not be the optimal value for fairness.

TCP employs a window-based Additive Increase
Multiplicative Decrease (AIMD) congestion control
scheme to adjust the transmission rate [4]. Thus TCP
performance in multi-hop wireless network depends
critically on the congestion window in use. If the win-
dow grows too large, there are too many packets to com-
pete for the same medium. That increases the network
congestion and degrades the throughput and fairness
performance [5],[6]. In this paper, we propose a new
cross-layer method for determining better CW size in
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the MAC layer and TCP rate to achieve TCP fairness
performance in multi-hop ad hoc networks.

The rest of the paper is organized as follows: Sec-
tion 2 reviews related work. Section 3 describes our
cross-layer scheme. Section 4 evaluates our CATRA
method. Finally, Section 5 concludes the paper.

2. Related Work

TCP challenges in 802.11 ad-hoc networks has been
deeply investigated in the past several years as the
report in [8]. Many factors may cause losses and af-
fect TCP performance in multi-hop wireless networks
such as: route failures caused by node mobility, ran-
dom wireless loss, medium access contention. To im-
prove the network performance, some studies tried to
solve the problems at each layer independently as a
layered design method, and some studies tried to coop-
erate some layers to exchange important information as
a cross-layer design method.

In the layered design method, some studies fo-
cused on the malfunctions of IEEE 802.11 MAC
layer. Li [9] investigated Extended Inter-Frame Spac-
ing (EIFS) problem, i.e., the fixed EIFS value leads to
unfair bandwidth allocation for each station. They pro-
posed flexible EIFS values based on a measurement of
the length of Sensing Range (SR) frame. However, the
length of SR frame cannot be always recognized because
of the spatial reuse of the bandwidth. The three-pair
problem is introduced by Chaudet [10]. The analysis of
the three-pair problem in [10] is based on Markov chain
and gives some accurate results.

Some other studies considered to modify the BEB
mechanism to improve performance of IEEE 802.11.
Fang [11] reviewed unfairness problem in the BEB
mechanism. FEach station estimates the channel uti-
lization of itself and that of neighboring stations then
adjusts the back-off algorithm to give each station some
value of bandwidth, which they call the statistical fair
access. The statistical fair access must be predefined,
but it is difficult in general because the value depends
on the topology. There are some other studies on the
control of CW size to achieve per-flow fairness [12],
[13], but almost all of them consider only single-hop
networks.

The others focused on the wrong behavior of TCP
mechanism in multi-hop ad hoc networks. Xu [14] pro-



posed the Neighborhood RED (NRED) scheme on net-
work layer to enhance TCP fairness. By considering
neighborhood channel usage, intermediate nodes detect
neighborhood congestion and drop packets via NRED
scheme according to flow’s channel usage. Chen [15]
and Fu [6] showed that the conventional TCP window
grows too large, so there are too many packets compet-
ing for the channel. Their studies showed that there is
the optimal value of TCP rate at which the through-
put is maximum by improving spatial channel reuse.
Their idea is adjusting TCP window size to achieve the
optimal value.

Recently, some studies applied cross-layer design
method to improve TCP performance. They tried to in-
vestigate information from MAC layer to adjust TCP
rate to achieve a good TCP performance in terms of
fairness and throughput. Cheng [16] proposed TCP-
CL, which slightly modifies the legacy IEEE 802.11
MAC and TCP protocols. The standard IEEE 802.11
MAC layer provides a reliable operation over the com-
munication channel by defining a retry limit parameter
(RETL). Based on RETL value, link failure is reported
to the TCP layer. Nevertheless, if the link experiences a
high degree of contention, the MAC layer may mistak-
enly infer a link failure. Nahm [7] proposed a fractional
window increment scheme for TCP (TCP-FEW) to pre-
vent unnecessary network contention by limiting the
growth rate of TCP’s congestion window. Zhang [17]
and Natalizio [18] considered to control the transmis-
sion rate of TCP by utilizing the MAC information by a
cross-layer method. In [17], TCP adjusts the transmis-
sion rate by determining a better congestion window
value based on the real MAC channel efficiency. How-
ever, they did not focus on the wireless MAC layer’s
contention and also can not exactly identify which part
of MAC channel efficiency in the intermediate node.

In this paper, we propose a new cross-layer scheme
and focus on TCP performance in multi-hop wireless
network. First, we solve the unfairness problem at
MAC layer by determining a suitable CW size in IEEE
802.11 for each station. Second, we control TCP send-
ing rate to achieve fair throughput for each flow.

3. Cooperation between channel Access con-
trol and TCP Rate Adaptation

In multi-hop ad hoc networks, the unfairness prob-
lem in TCP traffic is due to both a wrong behavior
of Distributed Coordination Function (DCF) mecha-
nism in the channel access mechanism and a wrong be-
havior of TCP mechanism in traffic rate control. The
wrong behavior of DCF mechanism makes it difficult
for some stations to access the channel. In this paper,
we will propose a new cross-layer scheme Cooperation
between channel Access control and TCP Rate Adap-
tation (CATRA). In CATRA scheme, we collect useful
information from MAC and physical layers, then adjust
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the C'W size based on these information. By using this
flexible CW size in the back-off state, the behavior of
DCF mechanism will be improved and disadvantaged
stations will get more chance to access the channel.

In general, the wrong behavior of TCP mechanism
gives some TCP flows very large bandwidth, while it
gives other flows a few bandwidth. We will propose a
new method to investigate information from MAC and
physical layers to adjust TCP rate dynamically. Thus
the improvement of the behavior of TCP mechanism
will achieve the fair share for each flow.

3.1 Channel Access control

Binary Ezponential Back-off (BEB) mechanism [1]
does not necessarily ensure the per-station fairness in
multi-hop ad hoc networks [3]. Here, the per-station
fairness means fair bandwidth allocation to every sta-
tion. Moreover, the per-station fairness is not neces-
sarily good for the per-flow fairness. For ideal per-flow
fairness, we must investigate the number of flows which
are transmitted from the station.

We define the ideal per-flow fairness as that all
flows get the same throughput. The Fair Bandwidth
Ratio (FBR) for per-station fairness, which we call
FBRg is defined by

FBRg = MSEND, (1)

Ntotal

where nggnp is the number of flows which are trans-
mitted from the station. We call such flows as SEND
flows. Niota; 1S Nspn D plus the number of flows which
use the channel with SEND flows.

The SEND flows at the station include the direct
flow, which is generated by that station, and forwarding
flows, which are required to forward from the neighbor-
ing stations. The flows are identified by MAC and IP
addresses of both source and destination by decoding
the header of packets. We can easily get nggpyp from
MAC layer.

Niotal 1S the total of the number of two kinds of
flows at the examined station’s view. The first kind of
flows, denoted as TX flows, includes all flows from sta-
tions in the transmission range of the examined station
and also flows generated from the examined station it-
self. The number of TX flows in the transmission range,
denoted as nrx, also can be known from MAC layer.
The second kind of flows, denoted as CS flows, include
flows from stations which are out of the transmission
range but in the carrier sensing range of the examined
station. We cannot distinguish the CS flows by the lo-
cal information of the examined station. However, the
station can sense the existence of CS flows by the phys-
ical power. We consider the number of CS flows which
share the channel with the examined station as one if
there exist some CS flows, so we define
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if there is no CS flow,
if there are one or more CS flows,

ncs = { (1): (2)

and define the total number of flows niiqr as

Ntotal = NTX + NCS- (3)

In complex models, we cannot exactly identify the
value of nypeq; due to the lack of information of hid-
den stations. In that case, the assumption of ngg =1
makes the value of FBRg not accurate, but by adding
ncs = 1 to npx we can aware that some hidden sta-
tions require sharing the channel.

Fig.1 A basic multi-hop wireless network model

Algorithm 1 Active time estimation

Initialization:
T Active =0
t=20

Begin

for each packet p do
if p — destID == locall D then
if (p > MacHeader — Type == ACK) and (p —
TepHeader — Type == TCPpara) then
t=t+0.5+CW+ST+Trrs+SIFS+Tocrs+SIFS+
Trcppsra +SIFS +Tack + DIFS
else if (p — MacHeader — Type == DATA) and
(p — TepHeader — Type == TCPyc k) then
t=t+0.5xCWxST+Trrs+SIFS+Tcrs+SIFS+
TTCPACK + SIFS 4+ Tackg + DIFS
end if
end if
end for
for each interval time EP do
T Active = 0.8 % T Active +0.2 %1
t=20
end for
End

As an example of a basic multi-hop wireless net-
work model, see Fig. 1. Stations S1 and S2 are in a
transmission range, and also stations S1 and R are in
another transmission range. Stations S2 and R are out
of the transmission range but in carrier-sensing range.
The values of nggnD, NTx, NCS, Niotal and FBRg for
each station will be shown in Table 1.

Table 1 An example of Fair Bandwidth Ratio
NSEND | "TX | nCS | Niotal | F'BRg
Station S1 2 3 0 3 2/3
Station S2 1 3 0 3 1/3
Station R 0 2 1 3 0

We also can obtain the Real Bandwidth Ratio
(RBR) of the examined station, which we call RBRg.
The RBRg is calculated by measuring the T 4ctive Of
the station in a predefined Estimation Period (EP).
The T gctive of the station is defined as the average time
for transmitting packets from the station during each
EP. Algorithm 1 shows how to estimate the T 4ctive by
sensing packets.

The RBRg is defined as the ratio of the T 4gtive tO
the EP, i.e.,

TActive
RBRg = ———. 4
5 = LAt (W
Based on the original CW value of the back-off al-
gorithm of the IEEE 802.11 and the collected informa-
tion above, we will determine a better CW size in the
back-off state. We propose a new CW size as follows;

RBRg
FBRg

In (5), the FBRg value is used as a threshold of
channel access priority. If the station recognizes that
its RBRg is smaller than its FBRg, CW' is smaller
than the original CW. Then, the station can increase
its chance to access the channel and then the band-
width allocation will be increased. On the other hand,
if the station recognizes that its RBRg is lager than
its FBRg, CW' is larger than CW. Thus, the station
decreases its chance to access channel, so other disad-
vantaged stations will get more chance to access the
channel. The channel bandwidth is used more effec-
tively and the fair bandwidth allocation between sta-
tions is improved.

In our mechanism, the disadvantaged stations have
more chance to access channel. Throughput and fair-
ness are often trade-off performances. However, in our
proposed method, even in case that, some stations re-
quire only small offered load flows, they will access
channel easily, and the remaining bandwidth is shared
by other stations. Thus, the throughput performance
is not degraded.

CW' = min < cw, C’Wm,w> . (5)

3.2 TCP Rate Adaptation

The channel access control mechanism in Sec. 3.1 can
improve the Fair Bandwidth Ratio between stations but
it does not necessarily ensure the per-flow fairness. In
this subsection we will propose an algorithm to achieve
the per-flow fairness by controlling the TCP rate. In
TCP mechanism, the congestion window often grows
too large in ad hoc networks [5], [6], and there are too
many packets to compete for the same medium, then
the throughput and fairness performance are degraded.
Our idea to achieve fair share bandwidth allocation for
flows is adjusting TCP rate. Let us consider the TCP
flow generated from the examined station and control
the rate of the flow by collecting information from MAC



and physical layers. Remember we defined nzq; in (3),
which is the number of flows sharing with the TCP flow.
Thus, we define the Fair Bandwidth Ratio FFBRy to the
TCP flow as

1
FBR; = , (6)

Ntotal

where the subscript f stands for flow.
The Real Bandwidth Ratio RBR; for the TCP
flow is defined as

——Active

RBR; = {EP , (7)

—Active . . s
where the 1" I s the average time for transmitting

packets of the TCP flow at the examined station during
EP.

If the TCP flow has more ratio of bandwidth than
(6), then we will reduce the bandwidth by giving some
delay before generating new packets. In TCP mecha-
nism, at a certain time, the number of packets which
are ready to send in a TCP flow is

win = cwnd + highest_ack — cur_seqno, (8)

where cwnd is TCP congestion window size, highest_ack
is the highest sequence number of received TCP ACK
packet, cur_seqno is the last sequence number of sent
TCP DATA packet. Assuming the TCP flow achieves
the Fair Bandwidth Ratio FBRy of (6), the time T
for transmitting win packets is calculated as

T — WIN*Sf  Mgotal * WIN * Sf
"7 FBR;+B B
= Ngotar * win x Ty , (9)

where 5; is the average packet size and T? is the av-

erage time for transmitting one packet by the link. T?
is calculated as

—Active
T = , (10)
f Ny

where Ny is the number of packets from the TCP flow
=Active

which are transmitted in EP. T and Ny can
be easily obtained from MAC layer by monitoring the
number of packets from the TCP flow in an interval
time EP.

Then, if the TCP flow has more than the fair band-
width ratio (6), we will give a delay Ay defined by

_ RBRy
I~ FBR;™’

(11)

to the TCP flow before generating new packets.

Let us consider, for example, the Flow 1 in Fig. 1.
The examined station is S1. In the transmission range
of S1, there are 3 flows, i.e, Flow 1, Flow 2 (S2-S1) and
Flow 2 (S1-R). So, we have nsotqr = 3, hence FBRy =
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1/3 by (6). Suppose RBR; =1/2, i.e., Flow 1 obtained

more than the Fair Bandwidth Ratio FBR; = 1/3.
Then, in order to achieve the fairness, we will re-

duce the obtained bandwidth by giving the delay

RBRy 3 9 =
= FBRfozin:§*wm*Tf. (12)

RBR’s= 2/9 RBR¢=1/2

ain

Tftl’

N

win packets

At

current time

Fig.2 TCP rate adaptation of the Flow 1

Therefore only win packets will be sent in Ay, the
current bandwidth ratio RBR; = 1/2 is reduced to

. —tr
WLN * Tf 2

RBR, = ——L == 13
p= =5 (13)
thus we can achieve the fairness approximately by
1 1.1 2 13
—(RB BR,) = =(=+=)= —
2(R Ry + RBRY) 2(2+9) 36
1
~ 3= FBRy. (14)

Algorithm 2 TCP Rate Adaptation

Begin
for each new received ACK packet do

RBR
if

f .
> Highyp, th
FBR, ightp, then

_ RBRy
!~ FBR;
the next packet after the completion of win packets trans-
mission. }
cwnd = mazx(cwnd — 1,1)

Ty {Give the delay A before generating

else if I < Lowy;, then

Ay =0
cwnd = cwnd + 1
else
Call original TCP mechanism
end if
end for
End

Algorithm 2 shows our modification in TCP mech-

RBR ) . .
FBR; > Highyy, with Highyy, > 1, TCP

sending rate will be decreased by letting the TCP flow

anism. When
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delay a longer time than their required time to trans-
mit next generating packets and slightly reduce cwnd.
When ?ggf < Lowyy, with Lowy, < 1, TCP sending
rate will be increased by letting the TCP flow gener-
ate next packet without delay and have larger cwnd.
We let TCP operate as original TCP mechanism in the
other case. Thus, per-flow fairness is achieved by Algo-
rithm 2.

The small delay time Aj before generating new
packets will give chance for the flows of neighbouring
stations can increase their throughput. Therefore, the
difference of total throughput is negligible.

4. Performance Evaluation

We now evaluate the performance of our cross-layer
scheme by comparing with the original scheme on vari-
ous asymmetric topologies of multi-hop wireless ad hoc
networks. We use Network Simulator (NS-2) [19] for
evaluation. The simulation parameters are shown in
Table 2. In CATRA scheme, we set a high threshold
as Highy, = 1.05, a low threshold as Lowy, = 0.7 and
estimation period as EP = 2[s] for all simulations.

Table 2
Channel data rate
Antenna type Omni direction
Radio Propagation Two-ray ground
Transmission range 250[m
Carrier Sensing range | 550[m
MAC protocol IEEE 802.11b (RTS/CTS is enable)
Contention Window CWiin = 32, CWinae = 1024

Parameters in the simulation
11[Mbps]

Connection type TCP/FTP
Buffer size 100[packet]
Packet size 1[KB]
Simulation time 300[s]

4.1 Scenario-1: Long vs. Short hop flows topology

This topology includes a station chain as Fig. 3. Dis-
tance between each station is 200 [m]. In chain topol-
ogy, let the second and the last stations S1, S2 generate
TCP traffic to the station R. Because the long hop flow
must travel through many relay stations, and it must
contend with the short hop flow, it is difficult for Flow 2
to reach the destination.

®©0 - O

Flow 1

The simulation results in terms of throughput are

shown in Fig. 4, where n is the number of stations in
Fig. 3 including R, S1 and S2, TCP means original
scheme and CATRA is our proposed method. Also in
Fig. 4, Flow 1 and Flow 2 denote the throughput of
Flow 1 and Flow 2, respectively, and Total is sum of
throughputs which are received at all stations. They
include destination and relay stations. If no packet is
dropped in Scenario-1, we have:

Total =~ Flowl + (n — 1)Flow?2. (15)

‘ mFlow 1 EFlow2 BTotal ‘

=3 3]
i i

—
s

%
et

ol

Goodput [Mbps]
P

TCP |CATRA| TCP |CATRA| TCP |CATRA| TCP |CATRA
n=3 n=4 n=5 n=6

Number of stations

Fig.4 Throughput in Scenario-1

Fig. 4 shows that the larger n, the more difficult
the long hop flow Flow 2 reaches the destination in orig-
inal scheme. While it gives fair throughput for long and
short hop flows in CATRA scheme. Flow 2 in CATRA
scheme achieves much better throughput than the orig-
inal scheme and we still keep good total throughput of
all flows in the topology.

4.2  Scenario-2: The three-pair topology

Fig. 5 shows the topology of Scenario-2. The problem in
this scenario is also known as three-pair problem which
was first investigated in [10]. In this scenario, stations
S1 and S3 are out of the carrier sensing range, hence
the two external pairs S1-R1 and S3-R3 are completely
independent, i.e., they can send packets simultaneously
without interference to each other. Thus, two external
pairs contend bandwidth only with the central pair S2-
R2, while the central pair contends with both external
pairs. In this topology, the central pair cannot access
the medium in the original scheme.

In Fig. 6, throughput of Flow 2 of the central pair
is zero in the original scheme. In CATRA scheme, the
MAC layer contention is solved hence the bandwidth al-
location of S2 is increased. Thus, throughput of Flow 2
is much improved. The total throughput in CATRA
scheme is smaller than the original scheme due to the
channel reuse of the original scheme. If the central pair
cannot access the channel bandwidth in the original
scheme, then two external pairs can access channel in-
dependently and use the whole channel capacity. Thus,
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the total throughput can be twice of the channel capac-
ity. While in CATRA scheme, two external pairs must
share the channel with the central pair. Thus, the cen-
tral pair achieves a half of the channel capacity, then
the two external pairs also have only a half of the chan-
nel capacity. Then, the maximum total throughput is
one and a half of the channel capacity.

4.3 Scenario-3: The cross-chain topology

The cross-chain topology, which is discussed in [20],
is shown in Fig. 7. We will examine the contention
between two flows that leads to short-term unfairness
problem. In this topology, if one flow wins to occupy
the channel, it will have an opportunity to get the whole
bandwidth for long time until timeout by the intra-flow
contention. Then the other flow is difficult in accessing
the channel. In this simulation, we let Flow 1 be more
advantageous than Flow 2 by starting Flow 2 in one
second later than Flow 1.

The simulation result is shown in Fig. 8. In the
original TCP scheme, the throughput of Flow 1 and
Flow 2 are much unstable while in CATRA scheme the
short-term fairness between two flows is quite better.
Moreover, we still keep good result of the sum of two
flows’ throughput in CATRA scheme.
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4.4 Scenario-4: A TCP flow contents with a various
speed UDP flow

In Scenario-4, the throughput of flows are compared
between the original and our CATRA schemes. The
topology is shown in Fig. 9. One UDP flow contends
with one TCP flow. We evaluate the throughput of the
flows by changing the offered load of the UDP flow from
0 to 6[Mbps].

(400,0) (200,0) (0,0)
R L
_UEP_ —— — >'<)>
X-Axis

Fig.9 Scenario-4: TCP vs. UDP flow

In the original scheme, let us call the TCP and
UDP flows as “original TCP flow” and “original UDP
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flow”, respectively. Similarly, in CATRA scheme, we
call them as “CATRA TCP flow” and “CATRA UDP
flow”, respectively. In CATRA scheme, a UDP flow is
applied the channel access control in Sec. 3.1, but not
applied the TCP rate control in Sec. 3.2.

—=Original TCP flow

2 — Original UDP flow

—*-Original Total
1.5 7 throughput
——CATRA TCP flow

—5-CATRA UDP flow

Throughput [Mbps]

—©-CATRA Total
throughput

0.5

Offered load [Mbps]

Fig.10 Throughput in Scenario-4

The results of the throughput of each flow and
the total throughput are shown in Fig. 10. For of-
fered loads of UDP larger than 1[Mbps], the throughput
of the original TCP flow is about 1.5[Mbps] and that
of the original UDP flow is 0.5[Mbps], which means
very unfair. While in CATRA scheme, the throughput
of CATRA TCP and CATRA UDP flows are almost
the same. In the original scheme, at the station S1,
the sending bandwidth is much more than the receiv-
ing bandwidth, so the throughput of the original TCP
flow is much larger than that of the original UDP flow.
While in our CATRA scheme, due to the channel ac-
cess control for both UDP and TCP flows and the TCP
rate control for TCP flow, the unfairness of the original
scheme was successfully dissolved.

As for the total throughput, both original and
CATRA schemes achieve almost the same values. We
can see that the throughput of the CATRA TCP is
slightly smaller than that of the CATRA UDP flow be-
cause of the overheads of TCP mechanism such as ACK
packets, and so on.

4.5 Scenario-5: The random topology

Scenario-5 is a random topology. We make topolo-
gies with 50 stations at random position in 1000[m] x
1000[m] area. Among those 50 stations, n stations are
chosen randomly and these n stations generate TCP
traffic to one destination station. The average of Fair-
ness Index and total end-to-end throughput are used
as the metrics to compare the throughput and fairness
performances, respectively. These terms of the network
performance are examined versus the number of flows.
Each data point is the average over 20 simulations.
The simulation result in Fairness Index is shown

in Fig. 11. In there, we use Fairness Index as defined
by [21] as follows;

(i )

n: Z:‘L:l 1712’

where n is the number of flows, x; is the end-to-end
throughput of flow i.

As Fig. 11, CATRA scheme achieves much better
fairness performance than the original scheme.

(16)

Fairness Index =

0.9 sﬁ +Original <+CATRA }7
0.8

07 W
0.6

0.5 \;/‘

0.3

Fairness Index

0.2

0.1

Number of Flows

Fig.11 Fairness Index in Scenario-5

The total end-to-end throughput is sum of all
throughputs which are received at the destination sta-
tion and Total throughput is sum of throughputs which
are received at all stations. As Fig. 12, our total end-
to-end throughput is smaller than the original scheme.
The degradation of end-to-end throughput is due to
sharing channel between each flow and also its forward-
ing flow. However, regardless of the reason of channel
reuse, our total throughput Fig. 13 is similar to the
original one.
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Fig.12 Total end-to-end throughput in Scenario-5
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Conclusion

proposed a new cross-layer scheme to enhance TCP

performance in multi-hop wireless ad hoc network. We
measured the channel utilization and defined the Fair
Bandwidth Ratio by the number of flows in the car-

rier

802

sensing range of the examined station. The IEEE

.11 CW size is modified for achieving per-station

fairness. The information about channel utilization was
sent to Transport layer to adjust TCP sending rate to
achieve the per-flow fairness. The simulations on vari-

ous

topologies have proved the effectiveness of CATRA

scheme. In addition to fairness, CATRA scheme also
achieves quite good performance in terms of through-
put.
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