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ABSTRACT
Using the protocol IEEE 802.11, multi-hop wireless ad hoc
networks yield only a poor performance, especially in through-
put and fairness. When the offered load becomes large, i.e.
the system is in saturation state, long-distance flows suffer
a high degree of throughput deterioration. These problems
not only come from medium contention at the MAC layer
but are due to the link layer. In this paper, we propose a
method to solve the throughput degradation and unfairness
problem by providing fair treatment between flows at the
link-layer. In our proposed method, a fair scheduling algo-
rithm using round robin queue and the estimation for the
average interval of packet enqueueing is applied to alleviate
the unfairness problem at both MAC and link layer. The
simulation results reveal that our proposed method is able
to achieve better throughput and fairness compared to the
standard IEEE 802.11.
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1. INTRODUCTION
An ad hoc wireless network is an infrastructureless wire-

less network that consists of a set of wireless stations. Each
station is able to play a role of both a router and an end-
point, forming a multi-hop wireless ad hoc network. Some
attractive features of wireless adhoc networks such as self-
origanization, flexibility and simple deployment offer a wide
array of applications.

In wireless ad hoc network, the IEEE 802.11[4] protocol, in
which Distribution Coordinated Function (DCF) performs
a vital role, is de facto standard used at the MAC layer.
DCF prevents channel from colliding, endeavors the fair-
ness in sharing channel resource between stations, and fa-
cilitates asynchronous data transfer. However, IEEE 802.11
protocol is known to have throughput unfairness problem,
both short-term and long-term fairness[12]. In particular,
in a multi-hop ad hoc network where direct flows and for-
warding flows coexist, the throughput of many hop flows
decrease dramatically. To illustrate this, we carried out an
experiment with a simple topology as Figure 1 by network
simulator 2 (NS-2)[1]. The channel bandwidth is set to 2

Figure 1: A basic multihop network model

Mbps. Each station generates a 1.6 Mbps offered load with
1∼Kb payload per packet, enough to make the network in
the saturation state, i.e. each node always has a packet to
transmit. The result discloses that the flow 1, or direct flow
has a throughput of about 1.25 Mbps while the throughput
of flow 2, the forwarding flow, just reaches at 0.0013 Mbps.

There are many factors causing this unfairness problem[13].
At the MAC layer, one of well-known problems is hidden ter-
minal problem. Although, using RTS/CTS handshake can
greatly reduce the effect of hidden terminal problem, this
problem can not be solved completely. As shown in the Fig.
1, node R is always ready to receive a packet, i.e. it will
immediately reply a CTS message as soon as a RTS frame
comes. Assume that node S1 and node S2 would like to
transmit a packet, then they transmit a RTS frame to node
R and S1 respectively. Node R can immediately answer with
a CTS frame while node S1 cannot because of its busy state.
Finally, node S1 succeeds in transmitting its packet and re-
set its CW back to its minimum value. Thus, it is clear
that node S1 gains more advantages in the next channel
contention. In addition, the standard protocol cannot deal
with the exposed node problem[7] which has injurious effects
in a multi-hop network. Another problem is the large-EIFS
problem[14].

At the link layer, Nandiraju et al.[9] proves that the link
layer buffer management plays an important role for achiev-
ing good throughput and fairness. In multi-hop wireless
network, the default queue management is FIFO queue. At
an intermediate node, the queue at the link layer is respon-
sible for both packets of forwarding flows from other sources
and packets of the direct flow from its-own. Unfortunately,
a packet of forwarding flow needs some time to arrive at the
queue from its source while a packet of the direct flow can
be enqueued immediately as soon as it is generated. As a
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result, packets of a direct flow may occupy almost all the
buffer space, then packets of forwarding flows are dropped
due to buffer overflow.

In this paper, based on Probabilistic Control on Round
robin Queue (PCRQ)[5], we propose a queue management
scheme for multi-hop wireless networks at the link layer to
solve the unfairness problem and throughput degradation.
The algorithm is formed of Round Robin queue mechanism
in combination with an estimation of the packet enqueue.
According to the packet enqueuing rate of each flow, an
arrival packet can be enqueued or dropped. In addition, if
the reading turn comes to an empty queue, we will make
a delay time calculated by the packets enqueue interval of
that queue. This facilitates the fair serving between flows at
link layer and a time delay at an advantageous station will
create a chance for other stations to obtain the channel and
transmit its packets. Our scheme requires no modifications
to the MAC layer, thus in the practical, there is no need to
do hardware modification.

The rest of the paper is organized as follows. In section
2 and 3, we briefly present some related works including
PCRQ. Our proposed method is given in section 4. The
numerical results are shown in section 5. Finally, section 6
commits a short conclusion.

2. RELATED WORK
In reference [8], Nandiraju et al. suggested a fair schedul-

ing algorithm called Dual Queue Service Differentiation(DQSD).
DQSD uses two separate queues for forward flow and di-
rect flows and manages to provide fair service to these two
queues. However, since packets from all forwarding flows are
put into one queue, it is not ensure the justice for packets
from large distance. Shagdar et. al. [10] and Izumikawa
et. al. [6] also investigated the unfairness of direct flow and
forwarding flows. They proposed a scheduling algorithm by
using Round Robin scheduling. Nevertheless, their proposal
considers an ideal MAC layer that is difficult to obtain. Gi-
ang[5] shows that only RR mechanism cannot result in a
per-flow fairness.

3. PCRQ
Giang[5] researched the unfairness problem at both MAC

layer and link layer in multi-hop networks. He introduced
a method called probabilistic control on round robin queue
(PCRQ) to lessen the unfairness problem and improve the
network performance. PCRQ is composed by three algo-
rithms at the link layer.

The first algorithm is used for controlling the number of
input packets to the queue. An arrival packet is put to the
queue with the probability calculated by

Pi input =

{
1 if qleni ≤ ave
1− α qleni−ave

(n−1)ave
if qleni > ave

where α is a constant, n is the number of flows, qleni is
the queue length of the flow i, and ave is the average of the
qleni, i = 1, . . . , n.

The second algorithm is used for controlling the turn of
reading queues by giving waiting time δ for the empty queue.
The queue’s turn of a flow i is kept at the following proba-
bility

Pi turn =

{
β n×ave

qmax
if qleni =0

0 if qleni >0

where β is a constant, qmax is the maximum queue length.
The third algorithm is used to decrease the number of

packets from heavy offered load flows to MAC layer. The
idea is controlling the number of output packets from RR
queues. A packet at the head of the queue of flow i is sent
to MAC at probability calculated by

Pi output =

{
1 if qleni ≤ave

1− γ qleni−ave
(n−1)ave

if qleni >ave

where γ is a constant.
By three above algorithms, PCRQ operates for discarding

packets before entering to a queue or giving delay to pack-
ets in the queue basing on some probability. Hence, PCRQ
results in an equal packet distribution between flows. How-
ever, within a short-time scale, PCRQ does not always pro-
vide a fairness of short-term throughput. In addition, the
determination of values α, β, γ in PCRQ are not easy and
require much experimental effort.

4. PROPOSED METHOD
Inheriting the basic idea of PCRQ in [5], we offer a mod-

ification at link layer to cope with the poor performance in
term of fairness in multi-hop wireless network. Our method
consists of two algorithms: the algorithm 1 controls queue
input and and the algorithm 2 controls the queue reading .
The details are as follows.

The time interval between the two consecutive enqueued
packets at a queue of a flow i, called packet enqueue interval
σi, is calculated as below.
Each time a packet is enqueued to the queue i, calculate

σi =

{
σ if k=1
ti(k)− ti(1)

k − 1
if k ≥2

(1)

where σ is a pre-defined value, k is the number of packets,
ti(k) indicates the time that a kth − packet is enqueued.
Then, average packet enqueue interval σ̄ is calculated as

σ̄ =

N∑
i=1

σi

N
(2)

where N is the number of queues, σi is the value calculated
by (1).

4.1 Algorithm 1 (modified)
As analysis, in a multi-hop wireless ad hoc network, pack-

ets from the direct flow come to the queue much faster, and
thus the queue of the direct flow has a higher enqueue rate.
Algorithm 1 is proposed to prevent this problem. It takes a
decision on enqueueing or dropping an arrived packet. Each
time a packet arrives to a queue, if the packet enqueue in-
terval of the queue is less than the average packet enqueue
interval between all queues, it is likely that this packet will
be dropped.



Algorithm 1 Packet Drop Decision

when a packet arrives
check source node i of this packet
if there is no queue for this source node then

create a new queue;
enqueue the packet;

else
calculate average packet enqueue interval σ̄ by (2)
if σi < σ̄ − η (η is a constant that approximates to 0)

then
drop the packet;

else
enqueue the packet to the queue;

end if
end if

By this algorithm, packets of a flow with high arrival rate,
i.e. heavy offered load are likely to be dropped. This algo-
rithm keeps the balance between queues. Hence, the queue
length of each flow is kept equivalently small.

4.2 Algorithm 2 (modified)
Unlike packets from the direct flow that can be enqueued

immediately when generating, packets from forwarding flows
need sometime to reach at the intermediate node. Hence,
usually, the queues of forwarding flows are empty. This
causes the unfairness when reading queue. Algorithm 2 is
proposed to deal with this problem. It gives a delay time in
reading queue if the queue is empty. If the reading pointer
points to an empty queue, we will give a delay time for
packet traversal from the remote node. However, different
from PCRQ where in an empty queue, a delay action is de-
termined by a probability based on the queue length, and
the period of delay time is fixed in a δ time, our new algo-
rithm tends to calculate how much time the reading pointer
should wait when pointing to an empty queue.

Algorithm 2 Delay Time Control

Each time reading pointer points to a queue i
if this queue is empty then

give a delay σi, σi is the value calculated by (1);
read the queue;
if this queue is still empty then

skip to the queue (i+ 1);
else

read a packet from queue i;
go to the queue (i+ 1);

end if
else

read a packet from queue i;
go to the queue (i+ 1);

end if

5. PERFORMANCE EVALUATION
In this section, we compare our proposed method with

PCRQ[5] and FIFO performed by NS-2 version 2.35[1]. NS-
2 simulation parameters are set as the table 1. In the simu-
lation, the raw bandwidth of the channel is set to 2 Mbps,
causing the maximum throughput about 1.4 Mbps due to
the overhead in IEEE 802.11[14]. For each flow, the packet
interval is set to 200 packets per second, leading the offered

Table 1: NS-2 parameters configuration

Channel data rate 2 Mbps
Antenna type Omni direction
Radio Propagation Two-ray ground
Transmission range 250 [m]
MAC protocol IEEE 802.11b

(RTS/CTS mechanism is enable)
Routing protocol DSDV
Connection type UDP/CBR
Queue type FIFO, PCRQ, proposal
Maximum Queue length 100 [packets]
Packet’s size 1024 Bytes
Simulation time 75s

load about 1.6 Mbps, so large that a single flow can occupy
all the channel and the unfairness occurs when the network
is in a saturation state. The initial values σ and η are respec-
tively set to 0.02 and 0.01 after extensive simulations. The
metrics using to evaluate are throughput and fairness index.
In term of throughput, we consider aggregate throughput,
short-term throughput and average throughput of each flow.
In the aspect of fairness, the short-term fairness[3] is exam-
ined. Actually, in the context of communication networks,
there are two kinds of fairness, namely, short term fairness
and long term fairness. Long term fairness implies fairness
over long time scales while short term fairness focuses on
the fairness evaluation of shared channel over short time
scales[3]. Short-term fairness has a great impact on the per-
formance of applications especially real-time applications[2].
Additionally, short-term fairness may suggest long-term fair-
ness but not vice versa. Short-term fairness can be calcu-
lated by sliding window method (SWM), as given in [3], over
an arrival packets stream as the illustration figure SWM be-

Figure 2: Sliding window method for calculating short-term
fairness with the window size equals to 4

gins from a packet trace and slide a given window size w
across it. Initially, the left edge of the window is matched
with the left edge of the packet arrival stream, i.e. the first
packet. Then, we determine the packet ratios of packet ar-
rivals from each flow i within this window boundary. Next,
based on these ratios, we will compute Jain fairness index



[11] for this window by this formula

FJ(w) =

(
n∑

i=1

xi(w)

)2

n

n∑
i=1

(xi(w))2
(3)

where n is the number of flows, xi(w) is the ratio of the
number of packets from a flow i per window w. The fairness
index ranges from 1/n for the worst case to 1 for the best
case. We then step by step slide the window to the right side
and calculate the appropriate fairness index to each window.
Finally, the short-term fairness index for this given window
size is computed by the average of all acquired fairness in-
dices. Additionally, if the window size is large w = ∞, the
short-term fairness will focus to the long-term fairness.

5.1 Scenario 1
Scenario 1 is a typical 3-node chain topology as Figure 1.

Two stations 1 and 2 generate UDP packets to the destina-
tion R. The fairness index and throughput comparison are
shown in Figure 3, Figure 4, Figure 5, Figure 6, and Figure
7.
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Figure 3: Fairness Index

It can be clearly seen from the Figure 3 that with our pro-
posed method, the fairness index is greatly improved com-
pared to the case of FIFO. It is also considerably higher
than PCRQ especially with a small window size. Our fair-
ness result is also confirmed by the short-term throughput
shown in the Figure 4, Figure 5 and Figure 6. In our pro-
posed method, the end-to-end throughputs are fairer and
more stable than others, resulting in a better fairness index.
The effect of our method can be explained as follows. With
FIFO queue, as analysis in the Section 1, the direct flow
tends to occupy almost all the buffer, this leads to pack-
ets from other flows are easily dropped due to buffer flow.
Also, the position of the station 1 enables much more ad-
vantage in channel contention. Compared to FIFO, firstly,
our proposed method provides a fair share between flows by
round robin mechanism to solve the unfairness at the link
layer. Secondly, by controlling packet input and delay using
packet interval time information of each queue, our method
can deal with the unfairness at the MAC layer. Compared
to the PCRQ, this idea is based on the packet rate instead of
queue length. The packet rate is more closely related to the
lower layer. It is the direct measurement that MAC layer
notifies to the link layer while the queue length is indirect

measurement and may be affected by other factors at the
link layer. Therefore, this metric reflects the network state
more exactly and can give quickly response with the contem-
porary network state. The per-flow throughputs are shown
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Figure 4: FIFO - short-term throughput
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Figure 5: PCRQ - short-term throughput
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Figure 6: proposal - short-term throughput

in the Figure 7 with a notice that Th1 and Th2 indicate end
to end throughputs from station S1 and S2 to station R,
respectively. From this chart, the aggregate throughput in
the case of our proposed method is slightly degraded com-
pared to that in the case PCRQ and FIFO. Actually, there
is a trade-off between fairness and aggregate throughput in
this type of topology. To explain about it, assume that the
bandwidth of the channel is B. Then, if we could achieve the
perfect fairness, 1 in particular, the per-flow throughput will
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Figure 7: Throughput scenario 1

equal to B/3. This is because the packet from the station S2
to station R need to be forwarded by the station S1. As a
result, the aggregate of per-flow throughput will be 2B/3. In
contrast, when the fairness is worst, 0.25 in particular, the
throughput Th1 can be up to B because of its advantageous
position while throughput Th2 is zero. Clearly, in this case,
the aggregate can go up to B.

5.2 Scenario 2
Scenario 2 is a typical 5-node chain topology as Figure 8.

The fairness index and throughput comparison are shown in
Figure 9, Figure 10, Figure 11, Figure 12, and Figure 13.

Figure 8: Network topology for scenario 2
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Figure 9: Fairness Index

From the figures, although in this case, both channel con-
tention and link layer contention is much harder compared
to the scenario 1, the fairness index is considerably improved
especially in comparison to FIFO. Again, the reason is that
our proposed method can face with both contention at both
MAC and link layer. Also, using the packet interval time will
enable the node to response more quickly with the change
of network state. The short-term throughputs comparison
exhibits in the Figure 11, Figure 12, Figure 13 also prove
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Figure 10: Throughput scenario 2

that our proposed method can lead to a small fluctuation
and a minimal difference between flows.
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Figure 11: FIFO - short-term throughput

0

0.05

0.1

0.15

0.2

0.25

0.3

50 60 70 80 90 100 110 120

T
h
ro
u
g
h
p
u
t
[M

b
p
s]

Time [s]

Th1

Th2

Th3

Th4

Figure 12: PCRQ - short-term throughput
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Figure 13: proposal - short-term throughput

The Figure 10 shows the aggregate throughput compari-
son between FIFO, PCRQ and our proposed method. Be-
cause of the similar reason in the scenario 1, the aggregate
throughput in our method is decreased a little. In this sce-
nario, we give one more metric to compare the performance,



that is the packet delay time shown in the table 2. In this
table, it can be seen that our proposed method gives a small
delay time, just slightly higher than PCRQ. In the case of
FIFO, the delay time of packets from the flow 4 is small.
This is because in FIFO case, the throughput of flow 4 is
almost zero, i.e. there are few packets that are transmitted.

Flow 1 Flow 2 Flow 3 Flow 4
FIFO 1.13 0.86 0.45 0.45
PCRQ 0.12 0.23 0.29 4.79
proposal 0.25 0.58 0.67 5.06

Table 2: Delay time [s] Scenario 2

5.3 Scenario 3
Scenario 3 is a two-chains topology as Figure 14 with 4

flows. The fairness index and throughput comparison are
shown in Figure 15, Figure 16, Figure 17, Figure 18 and
Figure 19.

Figure 14: Network topology for scenario 3

Figure 15: Fairness Index

Figure 16: Throughput scenario 3

Figure 17: FIFO - short-term throughput

Figure 18: PCRQ - short-term throughput

Figure 19: proposal - short-term throughput

Firstly, in the term of fairness index exposed in the Figure
15, our proposal results in the highest fairness. Addition-
ally, the fairness in our proposal still stands at a high value
of about 0.95 even with a smallest window size. This is also
proved in the short-term throughput comparison presented
in the Figure 17, Figure 18, Figure 19. In our method, the
per-flow throughputs are keep balance and steady while in
others, the period of simulation time sees a fluctuation be-
tween per-flow throughputs. Secondly, in this scenario, the
aggregate throughput in Figure 16 shows that our method
can lead to a slightly higher aggregate throughput compared
to PCRQ. The reason for this is, in this type of topology,
our proposed method can lead to an independent increase
in the throughput of flow 2 and have a better result in ag-
gregate throughput. Thirdly, the packet delay time shown
in the table 3 indicates that there is not much difference in
the packets delay between our method and PRRQ. In the
case of FIFO, the packets delay of forwarding flows are quite
small because in FIFO, the forwarding flows throughputs are
almost zero, i.e. just few packets are transmitted.

6. CONCLUSION



Flow 1 Flow 2 Flow 3 Flow 4
FIFO 1.27 0.84 1.00 0.41
PCRQ 0.36 6.58 5.07 6.64
proposal 0.12 5.76 4.68 6.46

Table 3: Delay time Scenario 3

In this paper, we focus on the unfairness problem in multi
hops wireless network. The unfairness not only comes from
the MAC layer but also from the link layer. Then, we
propose a scheduling method based on round robin mech-
anism and packet interval time to deal with this problem.
Our method solves the unfairness problem at both MAC
and link layers. The simulation results show that our pro-
posed method is able to improve the fairness considerably.
As a result, the short-term throughputs between flows are
kept stable and balance. Thus, it facilitates a better per-
formance especially for real-time applications. Additionally,
this method requires only link layer modifications without
changing the hardware.
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